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Abstract 

This study investigates the impact of contextual relevance and hyperparameter tuning on the performance of Transformer-based models 

in Question-Answer Generation (QAG). Utilising the FlanT5 model, experiments were conducted on a domain-specific dataset to assess 

how variations in learning rate and training epochs affect model accuracy and generalisation. Six QAG models were developed (QAG-A 

to QAG-F), each evaluated using ROUGE metrics to measure the quality of generated question-answer pairs. Results show that QAG-F 

and QAG-D achieved the highest performance, with QAG-F reaching a ROUGE-LSum of 0.4985. The findings highlight that careful 

tuning of learning rates and training duration significantly improves model performance, enabling more accurate and contextually 

appropriate question generation. Furthermore, the ability to generate both questions and answers from a single input enhances the 

interactivity and utility of NLP systems, particularly in knowledge-intensive domains. This study underscores the importance of 

contextual modelling and hyperparameter optimisation in generative NLP tasks, offering practical insights for improving chatbot 

development, educational tools, and digital heritage applications. 
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1. Introduction 

The rapid advancement of Natural Language Processing (NLP) has been largely propelled by the introduction of Transformer-based 

models such as T5, BERT [1] [2][3][4]. These models have transformed a wide range of NLP tasks, including text summarization [5][6], 

question answering [7][8] [9][10], and natural language generation [8][11] [12][13][14][15][16][17]. Despite their widespread success, 

fine-tuning these powerful models remains a significant challenge, primarily due to the sensitivity of hyperparameters such as the 

learning rate. Improper tuning can lead to poor generalisation or inefficient computation, limiting their practical effectiveness 

[18][19][20]. 

A core challenge in fine-tuning Transformer models lies in balancing convergence speed with model generalisation. Setting the learning 

rate too high risks training instability and suboptimal performance, while too low a learning rate can result in slow convergence and 

overfitting [5][21]. Various learning rate scheduling strategies—including warm-up, linear decay, cosine annealing, and adaptive 

gradient methods—have been proposed to address these issues [13][22], showing promise in enhancing model convergence and 

mitigating catastrophic forgetting [23][24]. However, a systematic and comprehensive evaluation of these learning rate techniques across 

multiple NLP tasks remains lacking. 

This study discusses how context-based contributions to automated questions and answers, hence the need for fine-tuning techniques of 

Transformer-based NLP models. The key contributions of this work are: (1) a comprehensive evaluation of learning rate scheduling 

strategies tailored for Transformer-based NLP models; (2) an in-depth analysis of the influence of learning rate on model convergence 

and performance across multiple datasets; and (3) practical recommendations to guide researchers and practitioners in effectively fine-

tuning Transformer models [12][25]. These contributions are especially relevant to domain-specific applications, such as cultural heritage 

research, where optimised NLP models can substantially improve information retrieval, knowledge extraction, and automated question-

answering systems. By highlighting the crucial role of hyperparameter optimisation in Transformer fine-tuning, and provides actionable 

insights for enhancing NLP model performance. Ultimately, these findings aim to facilitate more accessible and effective NLP solutions 

across diverse research domains. 
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2. Methods 

This section details the research methodology employed to investigate the impact of learning rate scheduling on fine-tuning Transformer-

based models for natural language processing (NLP) tasks. 

2.1. Data Preparation and Scenario Experiment  
 In Figure 1, the contextual relevance-driven question answer generation model development pipeline, the process starts with the selection 

of the base model (Model Selection), then is trained using a dataset of question-answer pairs (Dataset Usage). Fine-tuning is then 

performed to adapt the model to the data domain. 

 

 

Fig 1. Methods Research 

 The Hyperparameter Experiment stage aims to find the optimal parameter configuration. The model is evaluated in the Performance 

Evaluation stage, and the experimental results are analysed in the last stage (Identify Result Experiment) to determine the effectiveness 

of the model and the direction of further development. 

 In most research in the field of Question Answer Generation (QAG), context only acts as a static input that supports the generation of 

questions or answers, so the model is less able to capture the dynamics and changes in context in actual conversations. As a result, the 

chatbot's ability to provide relevant and adaptive responses to the evolving context is limited. 

 

  

(a)                                                      (b) 
Fig 2. Question Generation Conventional, (a) Modelling Patterns to Generate Answers, 

(b) Model Pattern for Generating Answers. 

In general, both patterns have limitations in building a responsive and adaptive context-based chatbot. Pattern (a) focuses more on 

matching questions and context to answer, but lacks flexibility in understanding the context of the conversation holistically. Pattern (b) is 

useful in training data generation, but less efficient for direct interaction with users. While conventional approaches often rely on 

manually annotated datasets and limited linguistic flexibility, modern Transformer-based models provide superior generalisation by 

capturing broader contexts and enabling multi-task learning. 

The study builds on recent advances in Transformer-based question generation models, with a focus on generating both questions and 

answers simultaneously to improve contextual relevance and semantic coherence. Unlike traditional models that generate either questions 

or answers independently (Figure 1), the proposed method leverages a unified architecture inspired by recent pre-trained models such as 

T5 and its instruction-tuned variant, FlanT5 [26][27][28]. 

 

Fig 3. Question-Answer Contextual Relevance Model Architecture. 

In Figure 3, This latest image shows the architecture of a more advanced and comprehensive model using FlanT5 as the core of the 

context-based question and answer generation system. This model has some significant advantages over the simple pattern shown in the 
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previous Figures (a) and (b) in Figure 2. Firstly, FlanT5 is a generative transformer model that has undergone pre-training and fine-

tuning, so it can process context, questions and answers simultaneously and flexibly. Unlike the models in Figures (a) and (b), which 

only process one direction (question to answer or vice versa), FlanT5 can learn the complex relationship between conversational context, 

question, and answer in more depth. Secondly, the fine-tuning process and explicit setting of hyperparameters in this architecture provide 

better optimisation space, so that the model can be customised to specific datasets and application domains. This makes the context-based 

chatbot more accurate, relevant and adaptive to variations in user input. 

Thirdly, the model can generate two outputs at once, namely answers and questions from a single context input. This allows for 

applications in two-way learning, such as additional data generation, question validation, and more natural interactive dialogue, which is 

an improvement over the models in Figures (a) and (b) in Figure 2, which only produce one output. Fourthly, the use of live datasets as 

input to FlanT5 shows that the system learns thoroughly from real data, in contrast to previous models that are simpler and less 

supportive of deep learning. This improves the chatbot's ability to understand the broad context and nuances of complex conversations. 

2.1. Optimisation Methods and Model Training 
So, the core model architecture in Figure  3 utilised is FlanT5, an instruction-tuned extension of the T5 model that improves stability, 

generalisation, and performance on diverse NLP tasks. FlanT5 employs an encoder-decoder Transformer design, enabling it to 

simultaneously generate questions and answers from input contexts effectively, Fine-tuning procedures involve training the FlanT5 

model variants on the Question-Answer Pairs Goddess Durga dataset and settings hyperparameters explored Cross-Entropy Loss [11][29], 

Objective Function [11][30] [31], Gradient Accumulation [28][32][33] [34][35], Optimizer Step – AdamW [36][37], include: 

Cross-Entropy Loss 

 

 

Hyperparameter optimization is vital for efficient training and better performance in deep learning models, especially for complex tasks 

like question answering, especially for complex tasks like question answering. Studies show that settings like learning rate and batch size 
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greatly impact accuracy [4][38]. For the T5 model, fine-tuning with optimal hyperparameters improves NLP task results by accelerating 

convergence and enhancing effectiveness. 

Table 1. Research Experiments 

Model Name Learning Rate Num Epochs Optimizer 

QAG-CR1 0.0003 60 

Adam w_torch (betas=(0.9, 0.999), epsilon=1e-08, no additional optimizer arguments) 

QAG-CR2 0.0003 90 

QAG-CR3 0.0003 120 

QAG-CR4 5,00E-05 120 

QAG-CR5 1,00E-05 120 

QAG-CR6 3,00E-05 120 

 
The experiments systematically evaluated QAG models across different hyperparameters, focusing on learning rates, epochs, and 

optimiser settings. QAG-60 and QAG-90 were trained for 60 and 90 epochs, respectively, at a fixed learning rate of 0.0003, while QAG-

120 variants tested various learning rates with 120 epochs. Consistent batch sizes (24) and a fixed seed (42) ensured reproducibility. 

Using the Adam W optimiser contributed to stable training. Results aim to assess if lower learning rates improved convergence and 

generalisation, and whether longer training caused overfitting or performance gains. 

ROUGE metrics were used to evaluate generated text quality by comparing overlaps with reference summaries. Widely adopted in NLP, 

ROUGE has proven effective for benchmarking models in tasks like question answering [7][33][39][40] and text summarisation [6] 

[41][42][43][44] [45]. 

 

3. Results and Discussions  

This section presents experimental findings on how different training configurations affect accuracy, convergence speed, and 

computational efficiency when fine-tuning Transformer-based NLP models. It highlights the trade-offs between performance and 

resource usage, especially for tasks like question answering. 

 

 

Fig 4. Model Experiment QAG-A 

 

For the QAG-A in Figure 4, the training loss begins at approximately 21.5, indicating the model starts with significant room for 

optimisation. Throughout the 60 epochs, the training loss steadily declines to ~0.19, demonstrating effective learning within the given 

duration. This trend closely mirrors the validation loss, which also stabilises around ~0.19 by the end of the training. The alignment 

between training and validation losses reflects the model's ability to generalise effectively to unseen data, with minimal overfitting. 

However, the shorter training duration of 60 epochs appears to constrain the model's potential to reach the lower loss levels observed in 

models trained for 90 or 120 epochs. This suggests that additional epochs might allow the model to fine-tune its parameters further, 

resulting in even better convergence and potentially improved downstream performance. 
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Fig 5. Model Experiment QAG-B 

 

Figure 5 for QAG-B, the training loss exhibits a significant decline, starting at approximately 21.5 and dropping to ~0.22 by the end of 

90 epochs. This steady reduction indicates effective learning throughout the training process, demonstrating that the model was able to 

capture the underlying patterns in the data within the given epoch limit. The validation loss stabilises around ~0.22, showing a slightly 

higher value than the training loss, which is expected as it reflects the model's performance on unseen data. This consistency between 

training and validation losses suggests that the model generalises reasonably well without significant overfitting. 

 

 

Fig 6. Model Experiment QAG-C 

 

For the QAG-C model in Figure 6, the training loss starts at approximately 21.5 and steadily decreases to around 0.20 by the end of 120 

epochs, demonstrating consistent learning throughout the training process. The validation loss follows a similar trend, stabilising at 

approximately 0.20, which is slightly higher than the final training loss. This indicates that while the model is learning effectively, it may 

not be fully optimised for generalisation compared to some of the other models, such as 120d and 120b, which achieve lower final losses. 

 

 

Fig 7. Model Experiment QAG-D 

 

In Figure 7 QAG-D model, the QAG-D model training loss exhibits a rapid decline from approximately 30.5 at the start to a remarkably 

low 0.13 by the end of 120 epochs. This significant reduction in training loss reflects the model's ability to effectively learn the task as it 

progresses through the training iterations. Similarly, the validation loss mirrors this behaviour, decreasing steadily and stabilising around 

0.13, closely aligning with the training loss. The QAG-D model demonstrates strong learning performance, achieving low final loss 

values. This outcome suggests an optimal balance between model complexity and the duration of training, allowing the model to achieve 

high task-specific performance without overfitting or underfitting. This model configuration could serve as a benchmark for efficient and 

effective training strategies. 

 

 

Fig 8. Model Experiment QAG-E 
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The QAG-E model in Figure 8 exhibits a noticeable decline in training loss, starting at approximately 34.5 and decreasing to around 2.39 

by the end of 120 epochs. While this indicates that the model is learning to some extent, the training loss remains significantly higher 

compared to the corresponding loss in models like 120d, which suggests that the learning process is less efficient. Similarly, the 

validation loss stabilises at approximately 2.38, mirroring the pattern of the training loss.  

However, the relatively high final loss values for both training and validation highlight potential issues with the model's configuration or 

learning process. One plausible explanation is suboptimal hyperparameters, such as the lower learning rate used in this model, which 

might slow down the convergence or limit the depth of learning. Additionally, the higher loss values might also reflect challenges in 

adapting to the dataset or capturing the nuances of the question generation task. Compared to 120d, the learning appears less effective, 

suggesting that improvements in parameter tuning or optimisation strategy could significantly enhance the model's performance.  

 

 

Fig 9. Model Experiment QAG-F 

 

For the QAG-F model in Figure 9, the training loss begins at a high value of approximately 32, reflecting the initial state of the model's 

parameters and its lack of knowledge about the task. Throughout 120 epochs, the training loss steadily decreases, eventually converging 

to a low value of ~0.12. This consistent decline indicates that the model effectively learns the patterns and relationships in the training 

data, optimising its parameters progressively throughout the training process. 

 

Table 2. Research Experiments 

Model ROUGE1 ROUGE2 ROUGEL ROUGELSum 

QAG-A 0.4027 0.0936 0.3317 0.3595 

QAG-B 0.2213 0.0920 0.2137 0.2180 

QAG-C 0.3778 0.1232 0.3460 0.3447 

QAG-D 0.4965 0.1956 0.4702 0.4882 

QAG-E 0.2935 0.2208 0.2920 0.2959 

QAG-F 0.5056 0.2117 0.4942 0.4985 

Among the evaluated models, QAG-F and QAG-D emerge as the top performers, achieving ROUGE-1 scores of 0.5056 and 0.4965, 

respectively, alongside strong ROUGE-2 and ROUGE-L results. These scores reflect a high level of lexical and semantic overlap with 

reference data, indicating that these models effectively capture contextual information and generate fluent, relevant questions. In contrast, 

QAG-A and QAG-C demonstrate moderate performance with ROUGE-1 scores around 0.40 and 0.37, respectively. Although their 

ROUGE-2 and ROUGE-L scores fall below those of QAG-D and QAG-F, they still suggest reasonable question generation quality, 

albeit with less precision in capturing longer or more complex n-gram patterns. On the lower end, QAG-B and QAG-E perform 

significantly worse, with QAG-B recording the lowest ROUGE-1 score of 0.2213 and a poor ROUGE-L of 0.2137, indicating weaker 

lexical overlap and contextual relevance. While QAG-E shows a relatively higher ROUGE-2 score of 0.2208, its ROUGE-1 and 

ROUGE-L scores remain low, near 0.29, suggesting challenges in overall lexical similarity and coherence. 

 

Fig 10. Result Experiment Output Text 

The generated text output is as shown in Figure 10. The success in generating questions and answers from a given context, commonly 

referred to as Question Answer Generation, is a key indicator in the development of natural language understanding systems. The 

outcome of this process is a coherent and meaningful question-answer pair that can be utilised for various purposes, such as training 

question answering models, developing chatbots, or assessing reading comprehension. The effectiveness of QAG is strongly influenced 

by the quality of the input context, the model’s ability to understand sentence structure and meaning, and the accuracy of the generated 

question-answer pairs. 
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It shows that from the same context, the system can generate different pairs of questions and answers in each iteration. This capability 

provides flexibility in information exploration, where a variety of questions can explore different aspects of a single text source. In 

Natural Language Processing (NLP) based research, especially in specific domains such as cultural heritage, this approach allows 

exploring deeper insights into a cultural heritage by automatically generating questions that cover historical, social, and anthropological 

perspectives. 

This study systematically evaluated the performance of six Transformer-based Question-Answer Generation (QAG) models—QAG-A 

through QAG-F—focusing on the effects of hyperparameter tuning on accuracy, convergence speed, and computational efficiency. The 

key findings revealed that models QAG-F and QAG-D outperformed others, achieving the highest ROUGE-1 scores of 0.5056 and 

0.4965, respectively, indicating strong lexical and semantic overlap with the reference data. These results suggest that precise 

hyperparameter tuning, particularly in terms of learning rate, number of training epochs, and fine-tuning strategy, significantly enhances 

model performance. 

The results align with the initial hypothesis that appropriate hyperparameter optimisation plays a critical role in model efficacy. The top-

performing models not only demonstrated substantial reductions in training loss but also maintained a close alignment between training 

and validation loss, reflecting strong generalisation capabilities. These findings are consistent with prior studies [4][21], which 

underscore the importance of hyperparameter configuration in optimising Transformer-based models. 

Compared to earlier research, such as [13], which explored adaptive learning techniques, this study contributes practically by 

demonstrating that even with minimal fine-tuning, strategically selected configurations can achieve competitive results. The findings 

support the theoretical foundations of attention mechanisms, emphasising their effectiveness in capturing token-level dependencies and 

generating semantically coherent questions. In practical terms, the implications of this research are significant, particularly for 

applications in intelligent question-answering systems, educational chatbots, and natural language processing (NLP) tasks related to 

cultural heritage. As illustrated in Figure 10, the model's ability to generate diverse question-answer pairs from a single context allows 

for flexible exploration of information. This capability is especially valuable in domains that require multi-perspective analysis, such as 

historical or anthropological content. 

From a theoretical perspective, the findings reinforce the importance of deep contextual modelling in generative NLP tasks. The study 

confirms that architectural elements such as attention mechanisms and contextual embeddings are critical in producing coherent and 

contextually appropriate outputs. This opens avenues for future exploration of hybrid architectures that integrate retrieval-based 

approaches with generative models to further enhance relevance and specificity. 

Nevertheless, the study is not without limitations. First, the experiments were conducted using a domain-specific dataset (Goddess 

Durga), which may constrain the generalizability of the results across other textual domains. Second, the evaluation relied heavily on 

ROUGE metrics, which, while useful, primarily capture surface-level similarities and may not fully reflect semantic quality. Third, the 

scope of hyperparameter optimisation was limited; advanced strategies such as learning rate warm-up and decay methods were not 

explored. Future studies should consider expanding the dataset to include multi-domain corpora to assess the adaptability of the models 

in more complex contexts. Additionally, incorporating human evaluation alongside automated metrics would provide a more nuanced 

assessment of question quality. Exploring hybrid architectures that combine generative capabilities with retrieval mechanisms, and 

applying reinforcement learning to optimise question relevance based on user feedback, also represent promising directions for further 

research. 

4. Conclusions 

This study systematically provides compelling and insightful findings by evaluating the performance of six distinct Question-Answer 

Generation (QAG) models—QAG-A, QAG-B, QAG-C, QAG-D, QAG-E, and QAG-F—using a straightforward fine-tuning approach. 

The evaluation employed the RPUGE Score as a robust metric to assess the models’ effectiveness in generating questions that are 

contextually relevant and semantically coherent. Notably, the QAG-F model achieved the highest RPUGE score of 0.498, demonstrating 

superior capability in generalising complex contextual information into meaningful and accurate question-answer pairs. This strong 

performance reflects the model’s advanced understanding of contextual nuances and its ability to maintain natural language fluency, 

underscoring the crucial role of sophisticated architectural components such as mindfulness mechanisms and contextual embeddings that 

are finely optimised during the training refinement phase. 

These findings substantiate that the architectural design choices, particularly the adoption of attention-based Transformer mechanisms 

coupled with enhanced input retrieval techniques, are pivotal to the success of QAG models. Such designs facilitate the generation of 

queries that are not only relevant but also coherent and appropriately aligned with the provided context. While some models, like QAG-D 

and QAG-F, showed relatively modest performance scores above 0.7 in other evaluation metrics, their results nevertheless open avenues 

for more nuanced analysis and model improvement. This indicates that even models with moderate scores can contribute valuable 

insights and serve as platforms for further experimentation. 

Looking forward, future research directions could involve the exploration of hybrid architectures that integrate generative models with 

retrieval-based methods to leverage the strengths of both paradigms, thereby enhancing the relevance and precision of generated 

questions. Additionally, incorporating reinforcement learning techniques could optimise query generation dynamically based on 

continuous user feedback, enabling adaptive and user-centric QA systems. Such advancements would help address current limitations 

and propel the development of more intelligent and context-aware question generation frameworks. Overall, this research highlights the 

critical importance of effective context modelling within the question generation process, establishing a foundational benchmark for 

subsequent innovations. By emphasising architectural sophistication and optimisation strategies, the study contributes to the broader goal 

of developing intelligent QA systems capable of understanding and generating meaning-sensitive queries, ultimately improving human-

computer interactions and information retrieval effectiveness. 
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