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Abstract 

 

Tuberculosis (TB) is a lung infection caused by Mycobacterium tuberculosis and can be detected through chest X-ray imaging. In this 

study, tuberculosis disease detection was carried out using the DenseNet121 method, a deep-learning architecture proven effective in 

medical image classification tasks. This study used a dataset of 4,200 lung X-ray images classified as positive or negative for TB. The 

DenseNet121 model was trained with this data to identify patterns in the X-ray images indicating tuberculosis infection. The results of 

the model evaluation showed high performance with a precision value of 0.91, a recall of 0.90, and an f1-score of 0.89. In addition, the 

model achieved an overall accuracy of 90.4%. The results of this study indicate that the DenseNet121 method can be a reliable tool in 

detecting tuberculosis from chest X-ray images so that it can assist medical personnel in the diagnosis process more quickly and 

accurately. 
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1. Introduction 

Tuberculosis (TB) is a lung infection caused by Mycobacterium tuberculosis [1][2]. This disease is still a global health problem with high 

morbidity and mortality rates, especially in developing countries. According to the WHO report, in 2020, there were around 10 million 

new cases of TB worldwide, with a death toll reaching 1.5 million people [3]. Early and accurate diagnosis is key in preventing and 

controlling this disease's spread. 

Chest X-ray imaging is one of the methods often used in the diagnosis of TB because it is fast and relatively inexpensive compared to 

laboratory-based methods, such as sputum microscopic tests or polymerase chain reaction (PCR) [4][5]. However, radiologists' manual 

interpretation of X-ray images can cause subjectivity and take a long time [6]. Therefore, an automated method is needed to increase the 

accuracy and efficiency of detecting TB from X-ray images. 

In recent years, artificial intelligence and deep learning have shown great potential in medical image analysis [7]. One branch of artificial 

intelligence is Computer Vision. Computer Vision is the science that studies how a computer can recognize an object [8]. One of the 

problems that can be solved from this branch of science is detecting objects and image classification. Object detection is one of the topics 

in artificial intelligence that continues to be studied and developed rapidly in the current era. Object detection is a technology related to 

computers that recognizes an object in a digital image, which can be a colour or object. One of the popular deep learning architectures in 

medical image classification is the Convolution Neural Network (CNN) [9][10]. This Deep Learning method is widely used to solve 

object detection and classification problems in images [11][12][13]. With the era of technology increasingly developing, in 2016 the 

DenseNet121 model appeared [14], having 8 million parameters. This model extensively utilizes the functions in each layer from the 

initial layer to the final layer [15], which has feature extraction and gradient propagation advantages and is more efficient than 

conventional models [16]. 

This study aims to detect tuberculosis from lung X-ray images using the DenseNet121 method [17] [18]. This training was carried out 

with numerous datasets, namely 4,200 lung X-ray datasets. Normalization and dataset augmentation were carried out for the training 

process to produce a high level of accuracy so that the training results produced were more optimal. With the results obtained, this study 

is expected to contribute to helping medical personnel detect tuberculosis more quickly and accurately, thereby increasing efficiency in 

diagnosing and treating patients. 
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2. Research Methods 

The research was conducted using the DenseNet121 model. The research flow carried out was dataset collection, preprocessing, training, 

testing, and evaluation. 

2.1. Dataset Collection 
In this study, the lung X-ray image dataset was obtained online through the Kaggle platform, which provides various datasets for 

research purposes in machine learning and deep learning. The total dataset used in this study consists of 4,200 lung X-ray images, which 

are categorized as follows: 

 

1. Three thousand five hundred images are standard lung X-ray images (non-TB). 

2. Seven hundred images are lung X-ray images infected with tuberculosis (TB). 

 

From the distribution of the data obtained, it can be seen that there is an imbalance (imbalanced data), where the number of standard lung 

images is much greater than the number of lung images infected with TB. This imbalance can impact model performance, especially 

regarding the model's ability to recognize minority classes (TB) well. Figure 1 shows several standard lung X-ray images and those 

affected by TB. 

 

 

                                               (a)                                                                                                               (b)  
Fig 1. Figure (a) Normal Lung X-Ray, and figure (b) Lung X-Ray affected by TB disease. 

 

2.2. Balancing Data and Preprocessing 
A data balancing process is carried out through data normalization and augmentation techniques to overcome data imbalance. Several 

data augmentation methods used in this study include: 

1. Rotation - Rotate the image within a specific angle range to increase data variation. 

2. Zoom - Enlarge or reduce the image so the model can recognize patterns from various scales. 

3. Width Shift & Height Shift - Shift the image horizontally and vertically to increase the model's resilience to differences in object 

positions in the image. 

4. Grey -Scale - Make data have a colour level of 0 to 255, which makes it easier to detect objects during training 

 

In addition to augmentation, image normalization is carried out to ensure each image has a uniform colour scale. The model can more 

easily recognize patterns without being disturbed by differences in lighting or contrast. Figure 2 shows the results of the data 

preprocessing that has been carried out. 

 

 
Fig 2. Lung X-ray image, the result of preprocessing using rotation and zoom techniques 
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By applying these data balancing and preprocessing techniques, the DenseNet121 model can learn better from a more representative 

dataset, improve its performance in detecting TB from lung X-ray images, and reduce bias due to unbalanced data distribution.. 

2.3. Training Dataset 
In this study, the model training process was carried out by dividing the dataset into three main parts: 

1. 80% for the training set (3,360 images) – Used to train the model to recognize patterns in lung X-ray images. 

2. 10% for the validation set (420 images) – Used to evaluate model performance during training and prevent overfitting. 

3. 10% for the test set (420 images) – Used to test model performance on previously unseen data. 

 

This dataset separation was done randomly to ensure that each subset's distribution between standard and TB-infected X-ray images 

remained proportional. The model used in this study is DenseNet121, a deep-learning architecture proven effective in medical image 

classification. Transfer learning is applied to improve training efficiency by utilizing pre-trained model weights from the ImageNet 

dataset. The main steps in implementing transfer learning with DenseNet121 are as follows: 

 

2.3.1. Data Preprocessing 
All images are converted into a format that matches the DenseNet121 input (resolution 224x224 pixels). Normalize pixel values into the 

range [0,1] to accelerate model convergence. Data augmentation is performed to increase dataset diversity through rotation, zoom, width 

shift, and height shift. 

 

2.3.2. Model Architecture Modification 
Using the DenseNet121 model with initial weights from ImageNet. The fully connected layer at the end of the model is replaced with a 

custom layer for two-class classification (Normal and TBC). The Softmax activation function in the output layer is used to determine the 

probability of each class. Figure 3 is a diagram of the DenseNet121 architecture. 

 

 

 

Fig 3. Arsitecture DenseNet121[19][20]. 

 

To illustrate how it works, the first dense block will be connected to the next dense block until it reaches the last dense block, then the output of the 

previous dense block uses the output of the first dense block, an illustration of how the dense block works is presented in Figure 4. 

 

 

Fig 4. Dense Block Illustration 

 

1. Model Compilation 

We use the optimization method for data compilation, an essential process for optimizing input weights by comparing predictions and 

loss functions. The optimizations used are as follows: 

a. Optimizer: Adam's learning rate was adjusted to achieve optimal convergence. 

b. Loss function: Binary Crossentropy for binary classification. 

c. Metrics: Accuracy, Precision, Recall, and F1-score to evaluate model performance. 

 

2. Model Evaluation 

Model evaluation is done by calculating several main metrics: Precision, Recall, F1-score, and Accuracy. These metrics measure how 

well the model classifies lung X-ray images as Normal or TB-infected. 

Precision measures how many optimistic predictions are correct compared to the total positive predictions made by the model. 
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             ……………………………………………………………………………………………..(1) 

Where: 

TP (True Positive): The number of TB cases that are detected as TB. 

FP (False Positive): The number of standard cases incorrectly classified as TB. 

 

High precision means the model rarely gives false optimistic predictions (minimal false positives). 

 
3. Recall (Sensitivity or True Positive Rate) 

Recall measures how many positive cases were successfully detected from the total number of existing positive cases. 

 …………………………………………………………………………………(2) 

Where: 

FN (False Negative): The number of TB cases incorrectly classified as usual. 

 

High recall means the model rarely misses positive cases (minimal false negatives), crucial in diagnosing diseases such as TB. 

 

4. F1-score 

The F1-score is the harmonic mean between Precision and Recall, used to balance the two. 

 …………………………………………………………………(3) 

 

A high F1 score indicates a balance between precision and sensitivity (recall). 

 

5. Accuracy 

Accuracy measures the percentage of correct predictions compared to the total test data. 

  ……………………………………………………………………………………….(4) 

Where: 

TN (True Negative): The number of standard cases classified as usual. 

Accuracy provides a general idea of model performance. Still, it can be misleading if the dataset is imbalanced (e.g., if the data is 

primarily standard cases, the model can get high accuracy by simply always predicting normal). 

 

5. Final Weight Loss 

During training, the model uses a loss function to measure the difference between the prediction and the actual label. The model will 

adjust its weights based on this loss value to make it more accurate in prediction. In this study, Binary Crossentropy Loss was used 

because the problem faced was binary classification (Normal vs. TBC). 

 

Binary Crossentropy Loss Formula 

 ………………………………………………….(5) 

Where : 

   

This loss is calculated for each batch during training. Final Weight Loss is the final loss value after training is complete, which shows 

how well the model can predict labels while minimizing errors. 

With the combination of metric evaluation and final loss, the model can be further optimized to improve its accuracy in detecting TB 

from lung X-ray images. 

3. Result and Discussion   

Training conducted on Lung X-ray data aimed at detecting TB disease was conducted using the DenseNet121 module, where several 

parameter settings exist to maximize the training process results. The optimizer used is Adam, and the epoch used is 10. A convolution 

matrix is used for evaluation; this evaluation helps determine the model's performance when faced with testing data. Figure 5 is the 

confusion matrix of the model when trained with DenseNet121. 
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Fig 5. Confusion Matrix DenseNet121 

 

Looking at the confusion matrix table, the True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN) values 

are obtained. These values can be calculated to determine the accuracy, recall, precision, and F1 score values. In Figure 6, the results of 

the DenseNet121 model evaluation 
.  

Fig 6. DenseNet121 Model Evaluation Results 

 

Looking at the evaluation results of the Lung X-ray data training, it produces a precision value of 0.91, a recall of 0.90, and an f1-score 

of 0.89; these values indicate the level of prediction accuracy, minimal detection and data classification errors, data balance, and most 

importantly the level of performance of data classification accuracy between regular lung X-Rays and lungs affected by TB disease of 

90.4%. 

In addition to looking at the curve of the level of data prediction accuracy, Figure 7 is a picture of the ROC AUC graph. 

 

 

Fig 7. ROU AUC DenseNet121 graph 
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Looking at the ROU AUC curve of the training evaluation results with the DenseNet121 model, the data that was successfully detected 

correctly with two classifications, namely standard and tuberculosis, the data curve looks up; it can be said that the AUC has good 

performance. 

The evaluation was conducted to understand how the convolutional neural network is driven to make classification decisions using the 

Grad CAM evaluation method. This evaluation method aims to determine the part of the image that has directed the convolutional neural 

network to its final decision. This method creates a heat map representing the activation class in the image received as input. Then, each 

activation class is associated with a specific output class. Figure 8 shows the results of the Grad CAM evaluation of the Lung X-ray 

image in the tuberculosis classification. 

 

 

 

Fig 8. Grad CAM Evaluation 

 

The Grad CAM Evaluation image can detect the location of TB disease detection on the lung X-ray image; when TB disease is detected, 

there is a heat map on the left side of the lungs. 

4. Conclusion  

The results of the research that has been done to detect TB disease in X-ray images of the lungs using the DenseNet121 model When 

evaluated using the confusion matrix, it produces a precision value of 0.91, recall of 0.90, and f1-score of 0.89, indicating that detection 

is done well. So, it can be concluded that the detection of TB disease with modern Confusion Neural Network (CNN) analysis using the 

DenseNet121 model was successful, with an average prediction accuracy of 0.91 and perfect accuracy. 
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