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Abstract 

 

This study aims to optimize the feature selection process on student complaint data regarding academic services in universities using the 

Recursive Feature Elimination (RFE) method. Student complaints' diverse and complex nature requires in-depth analysis to identify 

crucial features that affect service satisfaction. An accurate feature selection process can help universities understand the most frequently 

reported issues, enabling them to respond and improve services more effectively. The research utilizes complaint data from various 

aspects of academic services, such as administration, facilities, and faculty interactions. After preprocessing the data to remove noise and 

irrelevant entries, RFE is applied to select the most relevant features. Subsequently, a classification model is built using the selected 

features to identify the most significant complaint patterns. Model evaluation is conducted through cross-validation techniques to ensure 

accuracy and reliability, with metrics such as accuracy, precision, recall, and F1-score. The results demonstrate that the RFE method 

significantly enhances model performance in selecting essential features, making the classification model more efficient and accurate in 

predicting student complaints. Thus, this study contributes significantly to assisting universities in enhancing the quality of academic 

services through a more targeted analysis of student complaints. Implementing this method will improve the complaint-handling process 

and increase overall student satisfaction. 
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1. Introduction 

In higher education, efficiently managing student complaints is crucial for maintaining and enhancing the quality of academic services 

[1]. These complaints serve as a vital feedback mechanism highlighting areas needing improvement within educational institutions. 

However, complaints' diverse and complex nature poses significant challenges in data management and analysis [2]. They encompass 

various issues, from administrative concerns to academic mismatches and infrastructure deficiencies. Thus, effectively addressing these 

concerns requires a sophisticated approach to understand and prioritize them, ensuring that the most urgent issues are addressed promptly 

[3]. Advanced data analysis techniques like Recursive Feature Elimination (RFE) offer a promising solution to these challenges. RFE is a 

feature selection method widely used in machine learning to enhance model performance by eliminating less essential features while 

retaining the most critical ones. By applying RFE to student complaint data, institutions can identify key factors often leading to 

dissatisfaction, allowing for more focused and efficient responses[4]. This study specifically focuses on optimizing the feature selection 

process using RFE on student complaint data to improve university academic service response mechanisms. By refining the data analysis 

process, this study aims to develop a robust model that predicts and effectively categorizes student complaints[5]. This enables 

educational institutions to tailor their problem-solving strategies more precisely, addressing the root causes of complaints and 

implementing strategic changes that enhance student satisfaction and academic outcomes [6]. 

Furthermore, applying the RFE method in managing student complaints necessitates integrating a comprehensive data system within 

universities [7]. This system must be capable of collecting, integrating, and analyzing data from various student complaint sources, 
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including online systems, direct communications, and satisfaction surveys. By consolidating all this data into a coherent platform, 

universities can more easily identify trends and patterns commonly emerging in complaints. This not only enhances the effectiveness of 

the analysis but also enables institutions to be proactive in addressing issues before they escalate into more serious problems[8]. This 

approach aims to create a more responsive academic environment that meets students' needs [9]. Integrating and using advanced 

technology in complaint management also opens opportunities for universities to innovate how they interact and communicate with 

students [10]. For example, developing a mobile application that allows students to submit complaints and monitor the status of their 

complaints in real time could be one innovative solution. This provides transparency and strengthens students' trust in a fair and open 

complaint-handling system. Thus, universities can build better relationships with students and gradually improve the quality of academic 

services and the institution's overall image. Ultimately, this study seeks to demonstrate how leveraging advanced data analysis techniques 

can transform student complaint management into an opportunity for quality improvement in academic services, thereby enhancing 

student satisfaction and the institution's overall reputation [11]. 

2. Method 

The research methodology for this study comprises several carefully structured stages to optimize feature selection on student service 

complaint data using the Recursive Feature Elimination (RFE) method, thereby enhancing the quality of academic services. Here is an 
expanded description of each stage: 

1. Data Collection and Preprocessing: Initially, the study involves systematically collecting student complaint data from diverse 

sources such as online complaint management systems, email communications, and student satisfaction surveys. Following 

collection, the data undergoes rigorous preprocessing to eliminate noise and incomplete entries, ensuring the data is clean and 
formatted uniformly for subsequent analysis[3]. 

2. Exploratory Data Analysis: Before applying the feature selection method, exploratory data analysis (EDA) is conducted to 

understand the data's underlying structure and characteristics thoroughly. This stage involves performing descriptive statistical 

analysis, visualizing data trends and distributions, and pinpointing preliminary features that appear to be relevant to the students' 
complaints[12]. 

3. Application of Recursive Feature Elimination (RFE): This crucial stage involves implementing the RFE method to systematically 

eliminate less impactful features while retaining those most vital for model accuracy. The process iteratively evaluates each potential 

feature subset by considering metrics such as the accuracy and complexity of the resulting classification models [13]. 
4. Model Evaluation: After determining the optimal set of features, a classification model is constructed and rigorously evaluated using 

cross-validation techniques. This step is essential to verify that the model is robust, performs consistently across different subsets of 

the data, and avoids overfitting. Key performance metrics such as accuracy, precision, recall, and the F1-score are utilized to assess 

the model's efficacy [14]. 
5. Validation and Implementation: Upon successful evaluation, the model is implemented in a real-world setting to validate its 

effectiveness in addressing and predicting student complaints. This real-world testing provides critical feedback to refine the model 

further and ensure its practical applicability in enhancing academic service quality. 
6. Documentation and Dissemination: Finally, all findings, methodologies, and insights gained from the study are meticulously 

documented. The comprehensive documentation covers detailed methodologies, analysis results, practical implications, and 

recommendations for future applications. This documentation is aimed at scholarly publication in academic journals and sharing with 

stakeholders who could benefit from the improved complaint management strategies [15]. 
7. These methodological stages are designed to achieve the research objectives and contribute significantly to the field by providing a 

robust model for effectively managing student complaints in educational settings. 

These methodological stages are designed to achieve the research objectives and contribute significantly to the field by providing a 

robust model for effectively managing student complaints in educational settings. 

 

Fig 1.  Data Pre-Processing 



 
260 International Journal of Engineering, Science and Information Technology, 5 (1), 2025, pp. 258-263 
 

 

 

 
 

 

 

 

 
 

Fig 3.  Results of Exploratory Data Analysis  

 

3. Results and Discussion 

3.1. Data Preprocessing 
The first step in analyzing student complaint data involves collecting information from various sources, such as online complaint 

management systems, emails, and student satisfaction surveys, accumulating 3,323 entries. These sources provide diverse information 

related to the issues students face, making it crucial to ensure that the data collected is complete and relevant to the analysis topic. Once 

the data is gathered, the next stage is preprocessing [16]. This process aims to clean the data from noise, such as irrelevant or duplicate 

information, and to address incomplete entries [17]. For example, some entries may lack sufficient information for use, such as 

complaints without detailed explanations or from anonymous senders. Incomplete entries will be removed or supplemented with 

imputation methods if possible. Next, the available data will be normalized to ensure a consistent format [18]. This includes converting 

date formats to a uniform standard, rewriting text in lowercase, and removing unnecessary punctuation or symbols. This process 

facilitates further analysis and ensures that the model used adequately processes the data. Once the data is clean and structured, it is ready 

for the following stages of analysis, such as complaint classification, identifying common patterns, and modeling to find effective 

solutions. The preprocessing step is vital to ensure data quality and to enhance the accuracy of the analysis results. 

 

 

 

 

 

 

 

 

Fig 2. Code Pre-Processing  

3.2. Exploratory Data Analysis 
 The descriptive analysis found that the most dominant label in this dataset is the 'dsti' category, with 967 occurrences. This indicates that 

most student complaints are related to the DSTI (Directorate of System and Information Technology) unit. Meanwhile, labels such as 

'dpal', 'su', and 'library' also have significantly high frequencies. Subsequently, performance metrics of the classification, such as 

precision, recall, and F1-score for each label, were analyzed. The highest precision was found in the 'dsti' label with a value of 0.96, 

indicating that the model effectively identifies complaints in this category. However, the recall for some categories, such as 'SU' and 

'DPAL', is lower, meaning that the model does not always identify all complaints within these categories. Labels like 'DPMBKA' and 

'DK' show very low performance, with precision, recall, and F1-scores approaching zero, indicating difficulties in classifying infrequent 

complaints. The macro-average metrics suggest that, in general, the model performs exceptionally well in handling data imbalances with 

a weighted average F1-score of 0.65. However, there are significant challenges in identifying some categories with low complaint 

frequencies. These analysis results underscore the importance of conducting further feature selection and adjustments before 

implementing more complex models like RFE to improve classification performance [19]. 
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3.3. Implementation of Recursive Feature Elimination (RFE) 
Before applying the Recursive Feature Elimination (RFE) method, an exploratory analysis was conducted to understand the distribution, 

patterns, and essential characteristics of the complaint data. The first step was descriptive statistical analysis, including features such as 

'saran', 'su', 'dpal', 'dsti', 'da', 'dpmbka', 'dk', and 'library'. This analysis provided an overview of the occurrence and frequency of each 

complaint category and helped identify which features were relevant for further study [14]. At this stage, the Recursive Feature 

Elimination (RFE) method was implemented to perform automatic feature selection. RFE selects the most relevant and impactful subset 

of features on model performance. Each particle in the swarm represents a potential solution, a subset of the available features. 

Evaluation criteria such as classification accuracy and model complexity were used for assessment. 

The first step was to determine the feature names used. The code feature_names = df.columns.tolist() ensures that all column names from 

the dataset are stored in the feature_names variable for easy use in feature selection [20]. Next, the RandomForestClassifier was used as 

the base model for feature selection. RFE with the Random Forest model was configured to select the top 10 features based on 

classification performance iteratively. A pipeline was used to integrate the feature selection and classification processes into a single unit 

for the evaluation process. The data was then split into training and testing sets using train_test_split with an 80% training and 20% 

testing ratio[21]. After the model was trained with the training data, predictions were made on the test data, and the evaluation results 

were displayed using metrics such as precision, recall, F1-score, and accuracy. From the evaluation results, it was evident that the model 

had an accuracy of 85%. However, there was a performance discrepancy between the two tested classes. Class 0 had a precision of 0.87 

and a recall of 0.96, indicating that the model was very good at detecting this class. 

On the other hand, Class 1 had a lower precision of 0.61 and a recall of 0.29, indicating that the model struggled to identify complaints in 

this class. RFE successfully selected the top 10 features, but only eight were valid upon extraction, one of which was the 'library' feature. 

This process ensures that only the most relevant features are used in further modelling, enhancing performance and reducing model 

complexity. 

 

3.4. Evaluation Model 
After performing feature selection using the Recursive Feature Elimination (RFE) method, the next step is to build a classification model 

using the selected features. To ensure that the model built has stable performance and does not suffer from overfitting the cross-

validation (CV) technique is employed for evaluation. This technique divides the data into several subsets (folds), then trains the model 

on each subset and evaluates it on another subset, thus producing more comprehensive evaluation results. The results from the evaluation 

using 5-fold cross-validation show that the model has an average accuracy of 86.34% with a slight standard deviation of about +/- 2%. 

This indicates that the model performs quite well overall and can handle data variations without being overly affected by overfitting. 

Next, parameter optimization is conducted using the GridSearchCV technique to find the best parameter combination for the Random 

Forest model. This process involves searching for optimal parameters from several aspects, such as the number of estimators 

(n_estimators), maximum depth of the decision tree (max_depth), and node splitting criteria (criterion). The tested parameters include 

n_estimators (100, 200, 300), max_features ('auto', 'sqrt', 'log2'), and max_depth (4 to 8). This helps enhance model accuracy by 

determining the best configuration based on training data. After the GridSearchCV process is completed, it is found that the best 

parameter combination for the Random Forest model is using the 'entropy' criterion, max_depth of 5, max_features 'auto', and 

n_estimators of 100. This combination produces the highest accuracy of 86.34% on the cross-validation data, indicating improved 

performance compared to the initial model. This model demonstrates good and stable performance, with consistent evaluation results. 

Cross-validation ensures that the model is not overfitting and can handle data variations. At the same time, parameter optimization 

through GridSearchCV helps find the most optimal parameter combination to enhance model performance. 

 

Fig 4. Selected Feature index  
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3.5. Validation and Implementation 
After the model was developed using the optimal parameters from GridSearchCV, the next step was to test the model's performance on a 

test set that the model had not seen before. This optimized model uses RandomForestClassifier with the best parameters: 'entropy' 

criterion, max_depth of 5, max_features 'auto', and n_estimators of 100. The model is trained using a subset of previously selected 

training data, with features selected through the Recursive Feature Elimination (RFE) process. After that, predictions are made on the test 

data to measure the performance of the optimized model. The model evaluation based on the classification report shows that the model 

has an overall accuracy of 85% on the test data, meaning that 85% of the predictions are correct. The model's performance is further 

analyzed based on precision, recall, and F1-score metrics for each class (0 and 1). For class 0, the model shows excellent performance, 

with a precision of 0.86, meaning that 86% of the class 0 predictions are correct. 

Additionally, the model has a recall of 0.98, meaning that the model correctly identified 98% of all actual class 0 examples. The F1-score 

for class 0 is 0.92, indicating a high balance between precision and recall. However, the performance for class 1 is lower. The precision 

for class 1 is 0.69, meaning that 69% of the class 1 predictions are correct, but the recall for this class is relatively low, only 0.22. This 

means the model only successfully identified 22% of all actual class 1 examples. The F1-score for class 1 is also relatively low, at 0.34, 

indicating that the model still struggles to detect and correctly predict for this class. Overall, the optimized model performs well for class 

0 but shows weaknesses in detecting class 1. To address this, further adjustments to the model, such as handling imbalanced data or using 

sampling techniques, may be needed to provide more balanced results across both classes. 

 

 
Fig 4.  Selected Feature index  

 

 4. Conclusion  

This research successfully optimized feature selection on student complaint data using the Recursive Feature Elimination (RFE) method 

to enhance the quality of academic services in higher education institutions. By implementing RFE, this study identified critical features 

that significantly influence the classification model of student complaints. The evaluation results show that the optimized model performs 

well, with an accuracy of approximately 86.34%, indicating the method's effectiveness in managing and accurately predicting student 

complaints. The optimized model demonstrated high accuracy in the dominant class but still required adjustments for courses with low 

frequency, highlighting the importance of handling imbalanced data. This study provides significant insights that proper feature selection 

and meticulous model validation can substantially improve prediction accuracy in academic services. Implementing this model is 

expected to enable higher education institutions to respond to and manage student complaints more effectively, thereby enhancing 

student satisfaction and the quality of educational services. Further exploration into the study reveals that the successful application of 

RFE refined the feature set and reduced the model's complexity, making it more efficient in real-time environments where quick 

decision-making is essential. 

The precision of the model in identifying and categorizing complaints could aid institutions in pinpointing specific areas of concern, such 

as administrative processes, faculty interaction, or facility issues, which are common categories of student grievances. Moreover, the 

model's ability to distinguish between various types of complaints with high accuracy can lead to more personalized responses from the 

academic institution, fostering a more supportive and responsive educational environment. For instance, accurately identifying 

complaints related to IT services or library resources could prompt targeted improvements in these areas, directly addressing the students' 

issues and potentially preventing future complaints. The research also underscores the necessity for continuous model training and 

updates to adapt to new patterns in student behaviour and evolving academic environments. As student demographics and educational 

technologies change, so should the analytical models institutions rely on to monitor and respond to student needs. The study further 

suggests the potential for integrating these predictive models with student information systems and academic service platforms to create a 

cohesive framework for complaint management. This integration could streamline processes, reduce response times, and increase the 

efficiency of handling student inquiries and complaints, leading to a more agile and student-centred approach in higher education 

institutions. In addition to improving complaint management, the findings from this research could be applied to other areas of academic 

services, such as course evaluation and feedback on teaching methods. Using similar feature selection and machine learning techniques, 

educational institutions can enhance different aspects of academic quality, leading to a more comprehensive and practical educational 

experience for students. 



 

International Journal of Engineering, Science and Information Technology, 5 (1), 2025, pp. 258-263 263 

 

 

In conclusion, implementing advanced data analysis techniques like RFE in educational settings represents a significant step forward in 

utilizing big data and machine learning to enhance the quality of academic services. This study demonstrates the practical applications of 

such technologies in real-world settings and sets a precedent for future research in educational quality improvement. It serves as a call to 

action for academic institutions to embrace these technologies to serve their student populations better and foster continuous 

improvement in the educational sector. 
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