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Abstract 

 

Education is the main foundation for the advancement of civilization. A high level of education in society is directly proportional to that 

civilization's progress. Higher education is vital in shaping quality human resources and contributing to community and national 

development. In today's era of information and technology, data processing and analysis are key to understanding the development of 

study programs in higher education institutions. Clustering techniques identify patterns and relationships in large and complex datasets, 

which are crucial in determining study programs at educational institutions. This research compares two popular clustering methods, K-

Means and K-Medoids, to assess study programs. The data consists of odd semester grades of 87 students in the third year of high school 

with five variables. The cluster information is based on the minimum academic criteria of 18 study programs representing 7 faculties in 

Malikussaleh University and is grouped into 5 clusters. The evaluation of clusters is conducted using the Davies-Bouldin Index (DBI). 

The result of the study indicates that the K-Means algorithm has 5 clusters with cluster members of 31, 5, 13, 26 and 17, and a DBI value 

of 1,19010. Meanwhile, the K-Medoids algorithm has 5 clusters with cluster members of 33, 15, 17, 17 and 5, and a DBI value of 

1,27833. Based on the DBI value, the K-Means algorithm demonstrates better cluster quality than the K-Medoids algorithm. 
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1. Introduction 

Education is the foundation of a civilization's progress. The higher the level of education in a society, the more advanced the civilization 

that is formed. Conversely, civilization can regress and become backward if a society neglects education. Education is passing on 

knowledge, skills, and habits from one generation to the next [1]. Higher education plays a vital role in shaping quality human resources, 

which contribute to the development of society and the nation [2]. In the current era of information and technology, data processing and 

analysis are key to understanding the development of study programs in higher education institutions. One of the commonly used 

techniques for data analysis is clustering, which effectively identifies patterns and relationships in large and complex datasets. In the 

context of determining study programs in educational institutions, selecting the appropriate clustering algorithm is crucial to optimizing 

resource allocation and maximizing students learning experiences [3] [4] [5] [6]. With the availability of various clustering methods, this 

research focuses on comparing two popular clustering methods, namely K-Means and K-Medoids, to determine study programs. 
Research conducted by Nurdin et al. designed an information system model to map and cluster fisheries products from 10 fishing ports 

on Aceh's northern coast using the K-Means algorithm and web-based GIS. This study resulted in two groups of fisheries products: 

Group 1, superior fish, and Group 2, common fish [7]. The K-Means clustering algorithm can also be used to cluster provinces in 

Indonesia based on COVID-19 pandemic risk using COVID-19 data from the Task Force Team as of April 19, 2020 [8] [9] [10]. 

2. Literature Review 

2.1. Data Mining 
Data mining is a field of study that explores techniques for extracting knowledge or discovering hidden patterns in data. Therefore, it is 

often also called Knowledge Discovery in Database (KDD) [11]. Data mining involves the analysis of data to identify significant 

relationships and infer previously unknown information using contemporary methods that benefit data owners. This technology extracts 

predictive information hidden in databases, presenting a considerable potential for companies to utilize data warehouses. In general, data 

mining is divided into two main categories [12]: 

https://creativecommons.org/licenses/by/4.0/
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1. Descriptive 

Data mining techniques that reveal essential characteristics of the data in a database, such as clustering, association, and sequential 

mining.  

2. Predictive 

Data mining techniques that discover patterns from data to predict future outcomes using methods such as classification. Data mining is 

described as extracting knowledge from large datasets, also known as Knowledge Discovery in Database (KDD). 

 

2.2. Clustering 
Clustering is one of the well-known techniques in the field of data mining. In the context of data mining, clustering refers to grouping a 

number of data points or objects into clusters. Clustering aims to group data so that each cluster contains highly similar data and is 

distinct from objects in other clusters [13]. Clustering is also often referred to as segmentation. This method aims to identify groups in a 

case based on the similarity of attributes among these groups. Clustering works by separating a data group based on individual 

characteristics, where the object can be people, events, or other elements. These objects are grouped so that several interconnected levels 

are formed between clusters. The strengths and weaknesses among members of different clusters can be seen through the level of 

similarity or difference within the members included in one cluster [14]. 

2.3. Study Programs  
Selecting a study program for prospective students is a step in focusing them on a specific concentration area. This process aims for each 

individual to delve further into lessons that align with the established concentration. Additionally, the determination of a study program 

aims to guide each individual to develop their skills and interests. Thus, it is hoped that prospective students can optimize their potential 

in the chosen study program concentration [15]. This selection process aims to ensure that students select programs that match their 

potential and desires, allowing them to enjoy the learning process more effectively [16]. 

2.4. K-Means Algorithm 
The K-Means Algorithm is a non-hierarchical data clustering technique that separates data into clusters. This process involves grouping 

data with similar features into one group, while data with different characteristics are grouped into different groups. This technique 

allows for data clustering based on similarities in certain features or attributes, thus facilitating the analysis and understanding of 

complex data structures [17]. The K-Means algorithm is a distance-based clustering method that divides data into several clusters and 

operates only on numerical attributes. K-Means is a type of partitioning clustering that separates data into distinct sub-regions. It is 

known for its simplicity and ability to cluster large datasets and handle outliers [18] quickly. K-Means is used for initializing parameters 

due to its simplicity and performance with large datasets compared to hierarchical clustering. Performance evaluation is done by 

analyzing various image categories as a case study [19]. The steps of the K-Means method used to determine the number of clusters and 

data placement within clusters include [20]: 

1. Determine the number of clusters (k). 

2. Initialize centroid 

Initially, randomly select k data points as the cluster centres. 

3. Calculate Distance. 

Compute the Distance between data points and cluster centres using Euclidian Distance. The Euclidian Distance formula is as 

follows: 

D(X,Y) =                 

4. Cluster data. 

Assign data points to the nearest cluster centre. New clusters are formed if all data points have been assigned to the nearest cluster. 

5. Determine new centroids (k) 

C(i) =                          

C is the new Centroid calculated based on the data in the formed clusters. 

6. Iterate  

Repeat determining cluster centres until no further changes occur in the centroids. 

These steps form the basis of the K-Means Clustering process for grouping data into appropriate clusters. 

2.5. K-Medoids Algorithm 
The K-Medoids algorithm is a partitioning clustering method that aims to find k-clusters among data that best represent the objects in a 

dataset [21]. The K-Medoids algorithm is used to overcome the weaknesses of the K-Means algorithm, which is highly sensitive to 

outliers. Outliers have characteristics or locations that are very distant from most other data. The presence of outlier objects can distort 

the mean value of a cluster if it is included. Using K-Medoids is expected to be more resistant to the influence of outliers because it uses 

data objects as representatives (medoids) as the cluster centre, thus being more stable against extreme values [22]. Another advantage is 

that even if the order of objects in the dataset is changed, the clustering results remain consistent and unchanged. This is because the 

clustering process results in the K-Medoids algorithm do not depend on the order in which the dataset is entered. This advantage provides 

stability to the algorithm, providing consistent results regardless of how the data is arranged or entered into the algorithm [23]. The 

following are the steps in determining the K-Medoids method [24]: 

1. Data Preparation: Prepare data samples for cluster centres in the required clusters. 
2. Initialization: Determine random medoid values for each cluster. 

3. Distance Calculation: Calculate the Euclidean Distance between each data object and the cluster medoid using the equation: 
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d (x , y) = 2             

Where: 

d (x,y) is the Distance between object i and object j,  

Xi is the first attribute value of object i, 

Yj is the first attribute value of the object j, 

n is the number of attributes used. 

4. Medoid Selection: Randomly select data objects in each cluster that will become the new medoid to produce the least total cost in 

distance calculation. 

5. New Medoid Determination: Calculate the Number of differences to determine the new distance value and subtract the number of old 

distance values. If the difference is negative, it will form a new object in the medoid, and steps 2-4 will be repeated until no changes 
in the medoid are produced to get clusters and the members in each cluster. 

 

2.6. Cluster Evaluation 
The Davies-Bouldin Index (DBI) method, introduced by David L. Davies and Donald W. Bouldin, evaluates clusters. DBI assesses 

cluster quality based on the compactness and separation between clusters. This index measures the validity of clustering results by 

considering cohesion, which describes the overall relation of data to the cluster centre and separation, which refers to the Distance 

between cluster centres. The purpose of using DBI is to maximize the Distance between clusters and minimize the Distance between 

points within a cluster. When the inter-cluster Distance is maximized, the differences between clusters become more apparent. 

In contrast, minimal intra-cluster Distance indicates a high degree of similarity among the characteristics within that cluster [25]. The 

DBI calculation begins with finding the Sum of Squares Within the Cluster (SSW), which indicates the cohesion matrix within the I 

cluster. The SSW value is obtained using the following equation [26]: 

 

SSW =             

 

Where: 

SSW  = Sum of Square Within Cluster 

     = number of data points in the i cluster 

   = Centroid of the i cluster 

, )   = Distance from the j data point to the i cluster centroid.  

  

The next step in the DBI calculation is to use the above equation to determine the separation between clusters. This equation is obtained 

by calculating the Sum of Squares Between Clusters (SSB), which indicates the Distance between clusters. The SSB value is obtained 

using the following equation: 

 

 =                  

 

Where: 

SSB = Sum of Square Between Cluster 

   = Euclidian Distance between data points i and j 

 

The following step is to find the ratio of SSW and SSB calculation as in the following equation: 

 

 =             

 

The final step in the DBI calculation is to use the equation below to obtain the DBI value. This equation is obtained by calculating the 

DBI as the ratio of SSW and SSB. The equation is as follows: 

 

DBI =  i ≠ j ( )   

 

Where k is the number of clusters being calculated. 
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3. Research Methods 
The following steps were undertaken in the research: 

1. Identification of Research Objectives: The research objectives are to conduct a comparative analysis of the K-Means and K-Medoids 
algorithms to determine the study program. 

2. Literature Study: Conducting a literature study to understand the basic concepts of the K-Means and K-Medoids algorithms, theories 

related to the research, and previous studies that have been conducted using the K-Means and K-Medoids methods as references that 

will be used in this study. After conducting a literature study, it is continued to the next stage. 
3. Collecting data: At this stage, the data collection process is carried out; the data collected is in the form of grade data from 3rd-grade 

students of SMA Sukma Bangsa Lhokseumawe totalling 87 student data and study program data at Malikussaleh University in the 

form of minimum academic limit values of 18 study programs representing seven existing faculties. 

4. Data analysis: Before the data is analyzed using the K-Means algorithm with K-Medoids, the student value data that has been 
obtained is grouped into five variables consisting of Language Value, Logic Value, Science Value, Practical Value and Social Value, 

which will then be used in the analysis process. While cluster data is determined from the minimum academic limit value data from 

the study program consisting of 18 study programs representing each faculty. Then, the data is analyzed using the K-Means and K-

Medoids algorithms to obtain results for each. 
5. Cluster result evaluation: After the analysis is carried out using the algorithms and the results are obtained from each cluster, the 

analysis results are evaluated using the Davies Bouldin Index (DBI) formula to determine the best algorithm to use to determine the 

study program. From the results of the cluster evaluation, the best algorithm can be determined based on the DBI value obtained. 

6. Analysis and Results: Conducting analysis for cluster results and results of Davies Bouldin Index (DBI) values obtained and 
formulating conclusions based on the data analysis results that have been carried out to determine the more effective algorithm of the 

two algorithms used. 

 

Based on the above description, to facilitate understanding of the research flow, the flowchart of the research can be seen in the image 

below: 

Start

Problem 
Identification

Literature Study

Data Collection

Data Analysis

K-Means

End

K-Medoids

Cluster Evaluation

Results and 
Analysis

 

Fig 1. Research Stages 

4. Result and Discussions  

4.1. Dataset 
The dataset used is the odd semester academic grade of students from the third year at Senior High School of Sukma Bangsa 

Lhokseumawe. The dataset includes 87 data points from the 3rd-grade students Sukma Bangsa Lhokseumawe High School. The number 

of data points used is 87, representing students from the third year at Sukma Bangsa Lhokseumawe High School, with five variables: 

Language Score (K1), Logic Score (K2), Science Score (K3), Practical Score (K4), and Social Score (K5). The complete data can be 

seen in the table below: 

 

 

 

 



 

International Journal of Engineering, Science and Information Technology, 5 (1), 2025, pp. 167-176 171 

 

 

Table 1. Dataset 

No Name 
( ) ( ) ( ) ( ) ( ) 

1 A R 93.35 95.03 95.66 94.88 94.19 

2 A RS 96.95 98.16 97.43 94.60 95.39 

3 A N P 97.39 94.24 93.71 97.12 94.89 

4 A S 95.61 93.04 93.01 93.98 92.29 

….. ….. ….. ….. ….. ….. ….. 

84 S K 97.65 96.50 94.33 95.65 97.89 

85 S A T 95.08 92.00 92.59 95.55 95.70 

86 T M A S 96.61 96.34 95.50 95.76 98.11 

87 U A 95.37 94.95 93.97 95.23 97.77 

 

4.2. Manual K-Means Calculation 
1. Determine the number of clusters (k): In this research, the number of clusters (k) is set to 5vb clusters. 

2. Determine the cluster centres (initial centroids): Four centroids are randomly selected, corresponding to the number of clusters 

determined. The initial centroids can be seen in the table below: 

Table 2. Initial Centroid 

Data Centroid 1 
   

  

Data 3 C1 97.39 94.24 93.71 97.12 94.89 

Data 8 C2 97.26 98.40 97.88 96.63 96.86 

Data 56 C3 96.83 96.30 96.97 95.80 95.29 

Data 58 C4 94.87 94.61 93.79 97.30 94.45 

Data 85 C5 95.08 92.00 92.59 95.55 95.70 

 

3. Calculate the Distance for each variable to the determined cluster centres: This is done using the Euclidean Distance formula for 

each data point to the cluster centre. 

The distance calculations for the first data point to each Centroid are as follows: 

D( , ) =   

   =     

   = 5,126101 

D( , ) =  

   =     

   = 6,46560 

D( , ) =  

   =     

   = 4,18696 

D( , ) =   

   =     

   = 3,45296 

D( , ) =   

   =     

   = 4,93407 
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After the distance calculations are completed, the next step is to determine the nearest Distance and assign the data points to their 

respective clusters based on the previously determined cluster centres. The results of the overall distance calculations can be seen in 

the table below: 

Table 3. Results of Iteration 1 

No C1 C2 C3 C4 C5 Distance Results 

1 5.12601 6.46560 4.18696 3.45296 4.93407 3.45296 C4 

2 5.99954 2.57613 2.26632 6.19375 8.11641 2.26632 C3 

3 0.00000 6.23151 4.13333 2.58981 3.83635 0.00000 C1 

4 4.66026 9.11508 6.33373 4.39377 3.95339 3.95339 C5 

5 3.65581 6.39425 3.69684 2.54108 4.21922 2.54108 C4 

…… …… …… …… …… …… …… …… 

…… …… …… …… …… …… …… …… 

…… …… …… …… …… …… …… …… 

83 4.27159 4.84234 3.69569 4.61634 5.10621 3.69569 C3 

84 4.08923 4.28788 3.80322 5.11353 5.88970 3.80322 C3 

85 3.83635 8.72975 6.40059 3.59461 0.00000 0.00000 C5 

86 4.52069 3.55667 3.18824 4.97110 5.95792 3.18824 C3 

87 4.06307 5.79231 4.40788 3.96299 3.88308 3.88308 C5 

 

In the third iteration, the process stopped because the results of the centroid calculations in the third iteration showed no change in cluster 

centres. Therefore, the clustering results from the third iteration are as follows. The results of the clusters can be seen in the table below: 

 

Table 4. K-Means Clustering  

No C1 C2 C3 C4 C5 Distances Results 

1 3.93219 6.48017 3.84318 2.44921 5.73346 2.44921 C4 

2 4.29740 3.15081 1.75282 5.50588 10.03384 1.75282 C3 

3 2.41908 6.08882 4.74042 3.01944 6.62114 2.41908 C1 

4 5.28513 9.19119 6.44737 3.02185 4.43010 3.02185 C4 

5 3.21963 6.39220 3.78412 1.22644 5.56764 1.22644 C4 

…… …… …… …… ……  …… …… 

…… …… …… …… ……  …… …… 

…… …… …… …… ……  …… …… 

83 2.22694 5.07258 3.13961 3.93910 7.34998 2.22694 C1 

84 2.52313 4.44428 3.66190 4.94359 8.54238 2.52313 C1 

85 4.20993 8.70438 6.61121 3.25863 3.05341 3.05341 C5 

86 2.38069 3.74259 3.03982 4.81872 8.40356 2.38069 C1 

87 2.25540 5.86628 4.12470 3.60698 6.15741 2.25540 C1 

 

The clustering results from the table above can be seen in Table 5 below: 

 

Table 5. K-Means Clustering Results 

No Cluster Amount of Data DBI Value 

1 C1 31 

1.19010 
2 C2 5 

3 C3 13 

4 C4 26 

5 C5 12  

 

The results of clustering using the K-Means algorithm consist of 5 clusters, with members in each cluster being Cluster 1 having 31 

members, cluster 2 having five members, cluster 3 having 13 members, cluster 4 having 27 members, and Cluster 5 having 12 members 

with a resulting DBI value of 1.19010. The graph of clustering results with the K-Means algorithm can be seen in the figure 2 below: 
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Fig 2. K-Means Clustering Results Graph 

4.3. Manual Calculation of K-Medoids 
1. Determine the number of clusters (k): In this research, the number of clusters (k) is set to 5 clusters. 

2. Determine the cluster centres (initial medoids): Four medoids are randomly selected, which can be seen in the table below: 

 

Table 6. Initial Medoids 

Data Medoid 1 
   

  

Data 3 C1 97.39 94.24 93.71 97.12 94.89 

Data 8 C2 97.26 98.40 97.88 96.63 96.86 

Data 56 C3 96.83 96.30 96.97 95.80 95.29 

Data 58 C4 94.87 94.61 93.79 97.30 94.45 

Data 85 C5 95.08 92.00 92.59 95.55 95.70 

3. Calculate the minimum Distance using the Euclidean Distance formula for each data point to the cluster centers. 

The distance calculations for the first data point to each medoid are as follows: 

 

D( , ) =   

   =     

   = 5,126101 

D( , ) =  

   =     

   = 6,46560 

D( , ) =  

   =     

   = 4,18696 

D( , ) =   

   =     

   = 3,45296 

D( , ) =   

   =     

   = 4,93407 
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The results of the overall calculations can be seen in the table below: 

 

Table 7. Results of Iteration 1 

No C1 C2 C3 C4 C5 Distance Results 

1 5.12601 6.46560 4.18696 3.45296 4.93407 3.45296 C4 

2 5.99954 2.57613 2.26632 6.19375 8.11641 2.26632 C3 

3 0.00000 6.23151 4.13333 2.58981 3.83635 0.00000 C1 

4 4.66026 9.11508 6.33373 4.39377 3.95339 3.95339 C5 

…… …… …… …… …… …… …… …… 

84 4.08923 4.28788 3.80322 5.11353 5.88970 3.80322 C3 

85 3.83635 8.72975 6.40059 3.59461 0.00000 0.00000 C5 

86 4.52069 3.55667 3.18824 4.97110 5.95792 3.18824 C3 

87 4.06307 5.79231 4.40788 3.96299 3.88308 3.88308 C5 

 

The total Distance from the results of the first iteration is 223,00955 

 
The process stopped in the third iteration because the total deviation value S in the third iteration was calculated to be 0. Therefore, the 

clustering results from the previous iteration and the second iteration are obtained. The clustering results can be seen in the table below: 

 

Table 8. K-Medoids Clustering  

No C1 C2 C3 C4 C5 Distances Results 

1 2.38722 3.94161 4.82892 4.85502 6.35613 2.38722 C1 

2 4.55715 2.35347 4.75841 8.64712 2.94942 2.35347 C2 

3 3.00372 3.89419 1.54465 5.74280 6.23559 1.54465 C3 

4 4.09791 6.17247 5.37640 3.79429 9.19782 3.79429 C4 

5 1.65682 3.46792 3.71382 4.67577 6.40022 1.65682 C1 

…… …… …… …… ……  …… …… 

83 3.11724 3.40862 3.01533 5.80665 4.73586 3.01533 C3 

84 4.08044 3.57118 2.68444 7.10816 4.20690 2.68444 C3 

85 3.93434 6.21522 4.45724 2.41731 8.58812 2.41731 C4 

86 3.81696 3.04167 3.06020 7.02831 3.33170 3.04167 C2 

87 3.01116 4.13631 3.17737 4.79307 5.54751 3.01116 C1 

 
The clustering results from the table above can be seen in the following table: 

 

Table 9. K-Medoids Clustering Results 

No Cluster Amount of Data DBI Value 

1 C1 33 

 

1.27833 

 

2 C2 15 

3 C3 17 

4 C4 17 

5 C5 5  

 

Meanwhile, the results of clustering using the K-Medoids algorithm consist of 5 clusters, with members in each cluster being cluster 1 

having 33 members, cluster 2 having 15 members, cluster 3 having 17 members, cluster 4 having 17 members and cluster 5 having 5 
members with a resulting DBI value of 1.27833. 

. 
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Fig 3. K-Medoids Clustering Results Graph 

 

4.4 Comparison Results of K-Means and K-Medoids 
The comparison results obtained from both algorithms can be seen in the table below: 

 

Table 10. Results of K-Means and K-Medoids Algorithm 

 Amount of Data DBI 

Value  C1 C2 C3 C4 C5 

K-Means 31 5 13 26 12 1,19010 

K-Medoids 33 15 17 17 5 1,27833 

 

The table above shows that the K-Means algorithm produces clusters with sizes 31, 5, 13, 26, and 12, and K-Medoids 

produces cluster sizes 33, 25, 17, 17, and 5. Meanwhile, K-medoids have a lower DBI value (1,27833) than K-Means 

(1,19010). This indicates that K-Means results in clusters with better quality. Based on the results, it can be concluded that 

although the number of clusters varies, K-Means consistently outperforms K-Medoids in terms of cluster quality measured 

by DBI. The comparison graphs for both algorithms can be seen in the following figure: 

 

 

Fig  4. Comparison Graph of K-Means and K-Medoids Results 

5  

This comparison shows that the K-Means and K-Medoids algorithms are practical in determining study programs. Both 

algorithms can cluster student data into clusters with relatively similar sizes and compositions. However, the cluster 

evaluation results show that the K-Means algorithm produces better cluster quality than K-Medoids, as indicated by a lower 

Davies-Bouldin Index (DBI), with a DBI value of 1,19010 for K-Means and 1,27833 for K-Medoids. The performance of 

both algorithms shows some measurable differences. The K-Means algorithm produces clusters of 31, 5, 13, 26, and 12, 

while K-Medoids produces clusters of 33, 15, 17, 17 and 5. However, the DBI value shows that K-Means performs better 

in terms of clustering quality, with a DBI value of 1,19010 compared to 1,27833 for K-Medoids. Therefore, in this research, 

the K-Means algorithm is superior to K-Medoids. 
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5. Conclusion 
From the research conducted using both the K-Means and K-Medoids algorithm, the following conclusions can be drawn: 

1. The K-Means and K-Medoids algorithms are practical in determining study programs, as they can cluster student data into similar 

sizes and compositions. However, cluster evaluation results show that K-Means algorithm produces clusters of better quality than 
K-Medoids, as indicated by a lower Davies-Bouldin Index (DBI). The DBI values are 1,19010 for K-Means and 1,27833 for K-

Medoids. 

2. The performance of the K-Means and K-Medoids algorithm in the context of determining study programs reveals measurable 

differences. The K-Means algorithm produces clusters of 31, 5, 13, 26, and 12, while K-Medoids results in clusters of 33, 15, 17, 

17 and 5. However, the DBI values indicate that K-Means perform better in clustering quality, with a DBI value of 1,19010 

compared to K-Medoids 1,27833. Therefore, in this research, the K-Means algorithm produces better clusters than the K-Medoids 
algorithm. 

3. Overall, it can be concluded that the K-Means algorithm is more recommended for use in this research based on the quality of the 

clusters produced, although both algorithms demonstrate good effectiveness. 
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