
 
Copyright © Authors. This is an open access article distributed under the Creative Commons Attribution License, which permits unrestricted 

use, distribution, and reproduction in any medium, provided the original work is properly cited. 
 

 

 

Comparison of Music Genre Classification Results Using  

Multilayer Perceptron With Chroma Feature and Mel  

Frequency Cepstral Coefficients Extraction Features 
 

Rina Refianti*, Faradilla Mahardi 

 
Faculty of Computer Science and Information Technology, Gunadarma University, Jakarta, Indonesia 

*Corresponding author Email: rina@staff.gunadarma.ac.id  

Manuscript received 30 May 2023; revised 2 June 2023; accepted 3 June 2023. Date of publication 3 June 2023 

Abstract 

 

The development of digital music, especially in genre classification has helped in the ease of studying and searching for a song. There are 

many ways that can be used to classify the songs/music into genres. Deep Learning is one of the Machine Learning implementation methods 

that can be used to classify the genre of music. The author managed to create a deep learning-based program using the MLP model with 

two extraction features, Chroma Feature and MFCC which can classify song/ music genres. Pre-processing of the song is done to take the 

features of the existing value then the value will be incorporated into the model to be trained and tested. The model was trained and tested 

with data of 3000 songs which were divided into 10 genres. The model was also tested using the Confusion Matrix with 600 songs of the 

total available data. The models with Chroma Features as extraction features have an accuracy rate of 53 %, while the MFCC extraction 

features have an accuracy rate of 80.2 %. 

 

Keywords: Multilayer Perceptron, Chroma Feature, MFCC, Classification, Music Genre. 

 

1. Introduction 

The growth of music databases is growing rapidly, making it difficult to do the grouping of music in certain categories manually, so it can 

lead to the difficulty of searching for a music category in large numbers and large scale. The development of digital music, especially in 

the genre classification has helped in the ease of studying and searching for a song. 

This encourages the creation of convenience in the variation of genre classification that can optimize the learning process that can be done 

easily, simply and has good quality in the accuracy of the classification of a song. As the times, now various methods have been developed 

so that an audio file can be recognized automatically. In the world of information technology classifying song genres can be done by 

applying Artificial Intelligence where computers can be made to learn on an experience (pattern) and are able to save the results of the 

learning process into some knowledge. In Artificial Intelligence there is a sub-field called Machine Learning. 

Machine learning as a branch of computer science that examines how a machine can solve problems without being explicitly programmed. 

Machine Learning has an implementation method called Deep Learning (DL). Deep Learning is used to calculate inexact data, such as 

languages, sounds or images [1-3].  

Based on the description above, the study discusses the comparison of the results of two music genre classification programs using the 

Multilayer Perceptron (MLP) model with the Chroma Feature extraction feature and the model MLP with the Mel Frequency Cepstral 

Coefficients (MFCC) extraction feature [5-7]. The data set used is in the form of song or music audio data, which is taken based on the 

GTZAN music dataset downloaded via the site http://opihi.cs.uvic.ca/ [4]. 

The issues raised in this study is the model with which extraction features that have better accuracy in classifying song genres as seen from 

the classification results of song genres obtained from MLP models that have been built with Chroma Feature and MFCC extraction 

features [1, 5, 6]. In order that the discussion in the study does not widen, some limitations are given as follows: 

1. The dataset used is the GTZAN music dataset in the form of a 30 second sample song. This dataset contains 1000 sample songs, 

consisting of ten music genres. Each genre has 100 songs in WAV format which are hosted through http://opihi.cs.uvic.ca and can be 

downloaded. 

2. Datasets that have been obtained will be split into three sections with the same duration of 10 seconds. So, we get the 3000-sample 

dataset consisting of ten tracks of music genres namely: blues, classic, country, disco, hip-hop, jazz, metal, pop, reggae, and rock. Each 

genre has 300 songs in WAV format. 

3. The model that was built in this study uses the Multilayer Perceptron method. 
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4. Extraction features used in the model are Mel Frequency Cepstral Coefficients (MFCC) and Chroma Feature. The training data used 

2400 songs from all genres (240 songs were taken from each genre) or as much as 80 % of the dataset and the testing data (training) 

were 600 songs from all genres (60 songs were taken from each genre) or 20 % from the dataset. 

2. Literature Review 

2.1. Music Genre 
Musical genres are categories that have arisen through a complex interplay of cultures, artists, and market forces to characterize similarities 

between musicians or compositions and organize music collections [8]. Nowadays, music genres are often used to categorize music on 

radio, television and especially internet [1][3][5-7]. 

There is not any agreement on musical genre taxonomy. Therefore, most music industries and internet music stores use different genre 

taxonomies when categorizing music pieces into logical groups within a hierarchical structure. For example, allmusic.com uses 531 genres, 

mp3.com uses 430 genres, and amazon.com uses 719 genres in their database. Pachet and Cazaly [9] tried to define a general taxonomy of 

musical genres but they eventually gave up and used self-defined two-level genre taxonomy of 20 genres and 250 subgenres in their 

Cuidado music browser [10]. 

There are studies to identify human ability to classify music into a genre. One of them is a study conducted by R.O. Gjerdigen and D. 

Perrot [11] that uses ten different genres, namely Blues, Classical, Country, Dance, Jazz, Latin, Pop, R&B, Rap, and Rock. The subjects 

of the study were 52 college students enrolled in their first year of psychology. The accuracy of the genre prediction for the 3 s samples 

was around 70%. The accuracy for the 2.5 s samples was around 40%, and the average between the 2.5 s classification and the 3 s classi-

fication was around 44% 

2.2. Automatic Music Genre Classification 
Musical genre classification is a classification problem, and such a task consists of two basic steps that must be performed: feature extrac-

tion and classification. The goal of the first step, feature extraction, is to get the essential information out of the input data. The second step 

is to find what combinations of feature values correspond to what categories, which is done in the classification part. The two steps can be 

clearly separated: the output of the feature extraction step is the input for the classification step [12]. The standard approach of music genre 

classification task can be seen in Figure 1. 

 

 

 

 

 

 

 

 

 

Fig 1. Music genre classification standard approach 

3. Research Methods 

The research method in this study consists of five stages, including data collection in the form of audio, audio pre-processing, then proceed 

with Neural Network model design with MLP architecture, then do model training and finally test the model. The model will study the 

data to determine the optimal features in classifying the music genre and validate each operation to determine the accuracy of the model 

created. 

The stages of the research process in the MLP model with the Chroma Feature and MFCC extraction features can be seen in Figure 2 and 

Figure 3.  

 

 

Fig 2. Research Steps with Chroma Feature Extraction 
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Fig 3. Research Steps with MFCC Feature Extraction 

 

3.1. Data Colleting 
The collection of data in the form of audio dataset based on the GTZAN music dataset is hosted via http://opihi.cs.uvic.ca and can be 

downloaded. The dataset consists of 1000 audio tracks from ten different types of genres, each genre is represented by 100 songs with 30 

seconds each. All audio tracks are in WAV file format with a sample rate of 22050Hz Mono 16-bit. This dataset consists of ten folders of 

different music genres. Then the dataset that has been obtained will be split (using Audacity) into 3 parts of tracks with the same duration 

(10 seconds) so that the dataset is used to be 3000 audio tracks, details of the number of audio tracks used can be seen in Table 1. 

 

Table 1. Details of the Amount and Audio Content 

No. Genre Duration(second) per Track Amount 

1. Blues 10 300 

2. Classical 10 300 

3. Country 10 300 

4. Disco 10 300 

5. Hiphop 10 300 

6. Jazz 10 300 

7. Metal 10 300 

8. Pop 10 300 

9. Reggae 10 300 

10. Rock 10 300 

∑ - - 3000 

 

3.2. Audio Pre-Processing 
In this stage, audio track will be visualized into a spectrogram. Then all the audio of each genre will become an object for extraction feature 

using two types of different extraction features, which is Mel Frequency Cepstral Coefficients (MFCC) and Chroma Feature [5, 6]. The 

extraction feature process will be done separately. 

The steps of pre-processing stage with Chroma Feature can be discovered in Figure 4 and for the steps of pre-processing stage with MFCC 

can be discovered in Figure 4. 

 

Fig 4. Audio pre-processing with Chroma Feature Extraction 

 

 

Fig 4. Audio pre-processing with MFCC Feature Extraction 

3.3. MLP Design 
In this stage, models are built using MLP architecture (Multilayer Perceptron). MLP architecture is used as a classification method, where 

this method has better ability in audio classification than other architectures. It is used in research because of its simplicity and its learning 

algorithm is easy to apply and has good accuracy. Figure 6 explains about illustration of MLP architecture. 

Architecture model that is used in the research can be seen in Figure 7. 
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In input layer, X train is used as an input data. And then it will be processed in a hidden layer. The hidden layer has three different layers. 

The first layer has dense 256 with activation function ReLU. The second layer has dense 128 with activation function ReLU. And the third 

layer has dense 64 with activation function ReLU. After that, the output layer will receive the result from activation process in hidden layer 

with dense 10 and activation softmax. 

 

Fig 6. Illustration of MLP Architecture [1] 

 

 

Fig 7. Multilayer Perceptron Model Architecture 

3.4. Model Training 
The model that has been built by those features and functions, will be compiled for training. The feature values of the dataset as much as 

3000 audios will be saved separately in CSV file. The result of this extraction will be divided in two types of data, training data and testing 

data. In training data, we used 80% of total extraction data, which is as much as 2400 data. Model is trained using Google Collaboratory 

to help data processing with specifications: 

1. Python 3 Google Compute Engine backend (GPU) as compute engine. 

2. RAM of 12.72 GB. 

3. Disk storage of 358.27 GB. 

 

Model training will be done with 150 epochs. These epochs are to decide how many models must be executed in order to reach error 

rates/accuracy that is desired. Samples that used are 32 out of 2400 (batch size) for each training in each epoch until the 150th epoch. Each 

iteration in the training will use Adam Optimizer. After that, the prediction result will be saved. 

3.5. Model Testing.  
Model testing is used 20% of total extraction data, or as much as 600 data. Model testing is done by evaluating the comparison of result 

accuracy between testing result and prediction from training model. Model testing uses data as much as 20% of the total data extraction or 

as much as 600 data. Model testing is done by evaluating the model by comparing the accuracy of the test results with the correct predictive 

value of the model training process. Testing is also done using Confusion Matrix. 

4. Results and Discussion 

4.1. Model Training Results.  
The graph of the calculation results of the accuracy and loss of training data and validation on the MLP model with the Chroma Feature 

extraction can be seen in Figures 8 and 9.  

 
Fig 8. Accuracy Results for Data Train and Validation (Chroma Feature) 

 



International Journal of Engineering, Science & Information Technology, 3 (2), 2023, pp. 53-59 57 

 

 
Fig 9. Loss Results for Data Train and Validation (Chroma Feature) 

 

In Figure 7 shows that there is an increase in the value of accuracy in training and validation. The increase in accuracy in the validation 

looks fluctuating, this is because the features obtained from songs in each genre have similar values. This similarity eventually led to the 

misclassification of genres. In figure 8 shows a decrease in the value of loss in training data. In the validation data the initial loss value 

decreases, but after passing through epoch the 30th there is an increase in the loss value caused by validation errors and increasingly away 

from the value of the results of training or can be referred to as overfitting, an event where the value of training results both accuracy and 

loss far from the validation results. 

The graph of the calculation results of the accuracy and loss of training data and validation on the MLP model with the MFCC feature 

extraction can be seen in Figures 10 and 11. 

 
Fig 10. Accuracy Results for Data Train and Validation (MFCC) 

 
Fig 11. Loss Results for Data Train and Validation (MFCC) 

 

In Figure 10 shows that there is an increase in the value of accuracy in training and validation.  The increase in accuracy in the validation 

looks fluctuating, this is because the features obtained from the songs in each genre have similar values. The similarity of feature values 

makes genre misclassification happen. Even though the MLP model with the MFCC extraction feature is still misclassified, the level of 

accuracy of the validation data is still quite good. In Figure 11 shows a decrease in the value of loss in training data. In the validation data 

the initial loss value decreases, but after passing the 20th epoch there is an increase in the loss value caused by validation errors and 

increasingly away from the value of the training results. Although the increase in the value of loss in the validation data is not too high, it 

is still classified as overfitting. 

4.2. Model Testing Results 
Testing on the model training was carried out with test data of 600 audio tracks that had been extracted with the Chroma Feature extraction 

and with MFCC feature extraction. The test is carried out to test whether the models that have been built can accurately classify the music 

genre and to determine which models with extraction features have a better level of accuracy. Testing with confusion matrix uses 600 audio 

tracks from ten types of music genres. Confusion matrix measurement method in this test is useful to get the required values such as 

accuracy, precision, recall, and F1. 

The results of the classification test of each type of music genre using a confusion matrix on model that uses the Chroma Feature extraction 

can be seen in Figure 12.  Classification test results of each type of music genre using the confusion matrix on model that uses MFCC 

feature extraction can be seen in Figure 13. 
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Fig 12. Confusion Matrix of The Classification of Music Genres with Chroma Feature 

 
 

Fig 13. Confusion Matrix of The Classification of Music Genres with MFCC 

5. Conclusions and Suggestions 

5.1. Conclusions  
The results of the training of the models built with the Chroma Feature extraction obtained training accuracy values of 98.375% and for 

testing accuracy obtained by 53.5%. While the training results of the model built with the MFCC feature extraction produced 99,958% 

training accuracy and 83,333% testing accuracy. Based on the accuracy obtained in the two models-built shows that the model with the 

MFCC feature extraction has a much better accuracy in identifying the music genre compared to the model built with the Chroma Feature 

extraction. The loss value obtained from training on models built with the Chroma Feature extraction is 1,625% and for testing loss is 

46.50%. As for the value of loss in models built with MFCC feature extraction, 0.0416% for training loss and 16.666% for testing loss. 

Based on the results of testing with the Confusion Matrix on models with the Chroma Feature extraction, the calculation produces an 

average recall value of 53.5% and a precision average of 53.6%. As for models with MFCC features extraction, the average recall value 

was 83.1% and the precision rate was 83.5%. From the average recall and precision mean values produced an F1 value of 53.5% for models 
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with Chroma Feature extraction and 83.3% for models with MFCC features extraction. From the comparison of these results, it can be 

concluded that the two models have a good harmony between the recall and precision values, but the percentage calculation results on the 

model with the MFCC feature extraction have better values. 

After observing the differences in the results obtained between models with Chroma Feature and MFCC, the authors conclude that the 

results of music genre classification on models with Chroma Feature have lower results compared to models with MFCC because models 

with Chroma Feature only have a maximum number of filter features of 12. While at the MFCC has a filter feature as many as 20. This 

affects the music genre classification results in a model with MFCC feature extraction is more accurate than the model with Chroma Feature 

extraction. 

5.2. Suggestions 
Some suggestions that might be applied for related research in classifying music genres using the Multilayer Perceptron with the Chroma 

Feature extraction and the Multilayer Perceptron with the MFCC extraction include the use of song or audio datasets that are more numer-

ous than the use of previous audio datasets with a constant duration.  Or by using more than one type of extraction feature in each model 

built to get better audio extraction values. 
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