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Abstract 

 

The issue of the high number of students dropping out of college is a major concern in higher education, especially in the smart campus 

ecosystem. This research aims to design a prediction system for students who are at risk of dropping out by integrating hybrid feature 

selection methods and ensemble learning that leverage academic data and students' digital footprints. The initial process of model 

development involves data cleaning and the selection of important features through a combination approach using filter-based methods 

(mutual information) and recursive feature elimination. A classification model is then designed using the XGBoost and Random Forest 

algorithms. The testing was conducted using a secondary dataset that included variables such as participation in discussions, attendance 

rates, interaction with learning materials, and academic achievement. The results of testing with the XGBoost model showed a 

satisfactory accuracy level, with an F1 score of 0.77 and a ROC AUC of 0.89. The confusion matrix recorded 67 correct predictions for 

students who graduated and 17 correct predictions for students who dropped out, with a total of 12 misclassifications. These findings 

suggest that the combination of hybrid feature selection strategies and XGBoost can produce sufficiently accurate predictions of student 

dropouts and has the potential to be utilized as an early warning system in the governance of a more flexible and responsive smart 

campus. 
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1. Introduction 

Student dropout or discontinuation of studies is one of the main challenges in the management of higher education that has a significant 

impact on the efficiency, effectiveness, and reputation of higher education institutions. This phenomenon not only causes personal losses 

for students but also leads to inefficiencies in the utilisation of educational resources. In Indonesia, based on the report from the Higher 

Education Database (PDDIKTI), the percentage of students who do not complete their studies on time is still quite high, even in some 

study programs at both public and private universities; the dropout rate exceeds 30% over the last three years [1]. Along with the 

development of the smart campus concept, educational institutions are required to implement technology-based approaches in the 

learning process, data management, and strategic decision-making. Smart campuses emphasise the importance of utilising big data and 

artificial intelligence to enhance the quality of educational services, including aspects of monitoring and intervention for potential student 

study failure [2]. One relevant approach in this context is the application of educational data mining (EDM) to build early prediction 

models for students at risk of dropping out based on academic data and digital activities.  

Various previous studies have applied machine learning methods for classifying student dropout risk, such as Decision Tree, Random 

Forest, Support Vector Machine, and Artificial Neural Network [2][3][4][5]. However, the accuracy of the models is greatly influenced 

by the quality of the features used. Therefore, feature selection techniques become a crucial step to reduce redundancy, improve 

interpretability, and optimise model performance. Hybrid feature selection techniques, which combine filter-based approaches like 

Mutual Information and wrapper-based approaches like Recursive Feature Elimination (RFE), have been shown to produce more 

representative feature subsets [6][7]. The use of ensemble learning algorithms such as Random Forest and Extreme Gradient Boosting 

(XGBoost) empirically shows superior performance in classification problems compared to single methods [8][9][10]. The XGBoost 

excels in handling complex and imbalanced data, resulting in higher accuracy in academic prediction studies [11]. However, research that 

combines hybrid feature selection techniques and ensemble learning in the context of predicting student dropout based on academic data 

and digital activity in Indonesia is still very limited. Based on the exploration results of the secondary dataset, variables such as 

attendance rate, participation in online discussions, frequency of accessing learning resources, and academic scores were found to 
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influence student success. This dataset represents the common data structure used by academic information systems and learning 

management systems (LMS) in many higher education institutions in Indonesia. 

Although various studies have examined the prediction of student dropout using machine learning algorithms and several feature 

selection approaches, there are still several important gaps that have not been widely explored. Most previous research only used a single 

approach in feature selection, such as filter or wrapper alone, without combining them into a hybrid framework that can maximise the 

relevance and effectiveness of features [6][12][13]. The dropout prediction approach generally only utilises academic data, without 

considering the digital behaviour of students, which is becoming increasingly important in the era of online learning and smart campuses. 

The utilisation of ensemble learning algorithms such as XGBoost in the context of predicting student dropout in Indonesia is still very 

limited, especially when combined with a hybrid feature selection approach. The lack of local research that integrates these three 

components, namely academic data and digital activities, hybrid feature selection techniques, and ensemble algorithms, shows a 

significant and strategic research gap that can be filled through this study.  

This research focuses on developing a prediction model for student dropout using a hybrid feature selection and ensemble learning 

approach (Random Forest and XGBoost) by utilising academic data and digital activity. This model is expected to serve as a foundation 

for the development of an adaptive early warning system to effectively support smart campus management. 

 

2. Literature Review 

2.1. Data Mining 

Data mining is an important process in data exploration aimed at discovering hidden patterns, relationships among attributes, and 

meaningful information from large datasets [14]. This process is a core part of Knowledge Discovery in Databases (KDD), which 

includes stages of cleaning, integration, transformation, and evaluation of patterns. Some main methods in data mining include 

classification, clustering, association, regression, and anomaly detection. As the complexity and volume of data increase, data mining 

approaches continue to evolve, including through integration with machine learning, real-time big data processing using Apache Spark 

and Flink, automated modelling (AutoML), and explainable AI (XAI) approaches to enhance algorithm transparency. Data mining has 

been widely applied in various fields, such as disease predictions in healthcare, fraud detection in the financial sector, student dropout 

predictions in education, as well as traffic and energy management in smart city systems. Although it has been widely developed, there 

are several research gaps that present opportunities for further development, such as the efficiency of processing large-scale data, the 

resilience of models to imbalanced data, the need for optimal feature selection, and the assurance of data privacy and security. One of the 

cutting-edge approaches that has emerged is quantum-assisted feature selection, which utilises quadratic unconstrained binary 

optimisation models to efficiently select subsets of features, showing significant potential in improving predictive model performance on 

large and complex data.  

 

2.2. Random Forest algorithms  
First proposed by Breiman in 2001, Random Forest is an ensemble learning technique that makes use of bagging and has become one of 

the most reliable classification and regression methods in data mining due to its ability to produce accurate models, resistance to 

overfitting, and capability to handle large-scale and high-dimensional data[15]. Using the bootstrap aggregating method, this algorithm 

constructs a collection of decision trees trained on randomly chosen subsets of data and features; the results from each tree are then 

merged using majority voting (for categorisation) or averaging (for regression). Mathematically, the final prediction of the Random 

Forest classification model can be written as [16]:  

This, therefore, suggests the predicted value is the average output from all trees. Random Forest's working mechanism is as follows: (1) 

bootstrapping samples from the training data; (2) creating trees on each sample with arbitrary feature selection at each node; and (3) 

averaging the prediction outputs of all trees. The main advantages of this algorithm include its ability to handle non-linear data, tolerance 

to outliers and missing data, as well as its capability to evaluate the importance of features through measurements such as Gini 

Importance or Mean Decrease in Impurity. Random Forest is also very effective in handling imbalanced data when combined with 

techniques such as SMOTE. Its use has spread widely in various fields such as fraud detection, disease diagnosis, student dropout 

prediction, and classification in intelligent systems. Recent research also points to the enhancement of Random Forest performance 

through hyperparameter optimisation, integration with metaheuristic-based feature selection methods (such as genetic algorithms and 

PSO), as well as hybrid approaches with quantum computing technologies like quantum-assisted feature selection based on QUBO, 

making it one of the most flexible and adaptive algorithms in the modern data mining domain. 

 

2.2. XGBoost algorithms  
Derived from the gradient boosting decision tree developed by Chen and Guestrin in 2016, Xtreme Gradient Boosting (XGBoost) is an 

ensemble algorithm that has become among of the most used predictive techniques due to its great speed, scalability, and great accuracy 

performance across many data science contests and commercial applications [18]. XGBoost works by building models in an additive 

manner, where each new decision tree attempts to correct the prediction errors of the previous model by minimizing the loss function 

using a gradient descent approach. Mathematically, XGBoost optimizes the objective function as follows [19]: 
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3. Research Method 

This study uses an exploratory quantitative approach with educational data mining methods Construct a student dropout forecast model 

based on digital activity and academic information. This process can be seen in the following figure 1: 

 

Fig 1. Flowchart of Research Methodology 

 

The methodology process consists of five main stages: (1) data collection and exploration, (2) data preprocessing, (3) feature selection 

using a hybrid approach, (4) development of an ensemble learning-based classification model, and (5) model evaluation using 

classification performance metrics. 

3.1 Data Collection and Exploration  
The secondary dataset xAPI-Edu-Data is used in this study. This dataset contains 480 student data that includes academic attributes and 

digital activities, such as attendance levels, participation in class discussions, access to learning materials, gender, and final study results 

classified into three levels of success: low, middle, and high. 

 

Table 1. Dataset 

No Gender Nationality Topic Semester Vis_Resources Annou_View Discussion Absen Class 

1 1 KW IT F- 16 2 20 Under-7 M 

2 1 KW IT F- 20 3 25 Under-7 M 

3 1 KW IT F- 7 0 30 Above-7 L 

4 1 KW IT F- 25 5 35 Above-7 L 

5 1 KW IT F- 50 12 50 Above-7 M 

6 0 KW IT F- 30 13 70 Above-7 M 

7 1 KW Math- F- 12 0 17 Above-7 L 

8 1 KW Math- F- 10 15 22 Under-7 M 

9 0 KW Math- F- 21 16 50 Under-7 M 

 … … … … … … … … … 

480 0 Jordan History S- 14 23 62 Above-7 L 

3.2 Data Preprocessing  
The data preprocessing stage includes data cleaning, handling categorical values, and normalization. Several irrelevant or redundant 

columns, such as Nationality and Place of Birth, are removed from the dataset. Next, all categorical features are encoded into numerical 

form using label encoding techniques. To ensure the uniformity of the scale of numerical features, normalization is performed using Min-

Max Scaling, so that all feature values are within the range [0, 1].  
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3.3 Hybrid Feature Selection  
Feature selection was done using a hybrid approach that is, a combination of filter-based and wrapper-based techniques in order to 

increase the model's accuracy and efficiency[9][22]. First stage: the Mutual Information (MI). The ten most significant characteristics 

were found using an algorithm based on their correlation coefficients with the target variable. Next, further selection was performed, 

getting the best subset of features using the Recursive Feature Elimination (RFE) method with a Random Forest estimator[23][24]. This 

combination is expected to balance speed and accuracy in feature selection. 

3.4. Development of Prediction Models  

Two ensemble learning approaches, namely Random Forest and Extreme Gradient Boosting (XGBoost), are used to build the forecasting 

model. Both algorithms were chosen for their high capability in handling small to medium-sized data, as well as their ability to reduce 

overfitting through bagging and boosting mechanisms. The dataset that has undergone the feature selection stage is divided into two 

subsets using the stratified train-test split method with an 80:20 training and testing model ratio. The solution to the regression problem 

using the random forest algorithm is modelled as follows [25]: 

 

3.5. Model Evaluation  

The model performance evaluation is conducted using classification evaluation metrics, namely:  

1. The accuracy of the proportion of correct predictions against the entire data set. 

2. Precision, Recall, and F1-Score: utilized to assess the effectiveness and responsiveness of the model in identifying dropout. 

3. ROC AUC (Receiver Operating Characteristic - Area Under Curve): utilized to assess how well the model can differentiate between 

various classes in general. 

 

In addition, the confusion matrix is used to evaluate the classification distribution of the model against the dropout and non-dropout 

classes.  The Confusion Matrix is a technique employed to assess the accuracy of the constructed model. The Confusion Matrix includes 

details comparing the model's output with the true classification outcomes. The four components that depict the results of classification in 

CM are True Positive (TP), True Negative (TN), False Positive (FP), and False Negative (FN), as displayed in Table 2.[30], [31]: 
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Table 2. Confusion Matrix (CM) 
 

Confusion Matrix 
Actual 

Positive Negative 

Predicted 

+ 
TP FP 

Correct result Unexpected result 

-  
FN TN 

Missing result Correct absence of result 

 

Table 2 indicates that True Positive refers to a genuinely positive instance, True Negative denotes a genuinely negative instance, False 

Positive indicates a negative instance incorrectly classified as positive, and False Negative signifies a positive instance inaccurately 

classified as negative. The equations used to determine the accuracy, precision, sensitivity, and specificity metrics in evaluating the 

performance of classification algorithms are as follows[32]: 

  (9) 

   (10) 

  (11) 

  (12) 

4. Results and Discusssion  

This research aims to develop a prediction model for student dropout based on academic data and digital activities in a smart campus 

environment using a hybrid feature selection approach and ensemble learning algorithms. The experiments conducted based on the 

implementation of the model on the secondary xAPI-Edu-Data dataset are presented step by step, starting from the evaluation results of 

the main model, interpretation of performance metrics, to a critical discussion regarding the effectiveness of the used approach. The main 

focus is directed towards the analysis of the model's accuracy, dropout detection capability, and the relevance of the selected features to 

the classification results. A comparison of the research findings with previous studies demonstrates the scientific contribution and 

superiority of the proposed approach. All analyses were conducted using the Extreme Gradient Boosting (XGBoost) algorithm as the best 

model selected based on the testing results of several other ensemble models, such as Random Forest. Model evaluation was carried out 

using standard classification metrics, namely accuracy, precision, recall, F1-score, and confusion matrix. This approach is designed to 

address the main issue in the research, which is how to identify at-risk students for dropout earlier and accurately in the context of smart 

campus management. 

4.1. Results of the Random Forest Model Evaluation 
The Random Forest model was trained with basic parameters using 100 estimators. The evaluation results of the model's performance are 

shown in the following Table 3: 

Table 3. Classification Report Model Random Forest 

Label (Dropout) Precision Recall F1-score Support 

0 (Tidak Dropout) 0.90 0.93 0.91 74 

1 (Dropout) 0.77 0.77 0.77 22 

Accuracy   0.88 96 

Macro Avg 0.83 0.85 0.84 96 

Weighted Avg 0.88 0.88 0.88 96 

 

The Random Forest model provides stable and balanced results. With a precision of 0.90 and a recall of 0.93 for the non-dropout class, 

the model demonstrates a high ability to recognise students who persist. However, for the dropout class, the precision and recall are only 

0.77 each, indicating room for improvement in capturing patterns of students at risk of dropping out. 

4.2. Results of XGBoost Model Evaluation 
The XGBoost model provides better results compared to Random Forest. Below is the classification report of XGBoost, summarised in 

the following Table 4: 

Table 4. Classification Report Model XGBoost 

Label (Dropout) Precision Recall F1-score Support 

0 (Tidak Dropout) 0.94 0.91 0.92 74 
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Label (Dropout) Precision Recall F1-score Support 

1 (Dropout) 0.72 0.82 0.77 22 

Accuracy   0.89 96 

Macro Avg 0.83 0.86 0.85 96 

Weighted Avg 0.89 0.89 0.89 96 

 

The XGBoost model shows that its accuracy increased to 89% with an F1-score of 0.77 for the dropout class, higher than Random Forest. 

The lower precision in the dropout class (0.72) indicates that there are still several false positive predictions, but the high recall (0.82) 

shows that most of the students who truly dropped out were successfully identified by the model. 

4.3. Confusion Matrix  
The outcomes from the confusion matrix related to the XGBoost model are displayed in the following Figure 2: 

 

 

Fig 2. Confusion Matrix (CM) 

 

The confusion matrix presents the outcomes in this manner: True Negative (TN) equals 67, False Positive (FP) is 7, False Negative (FN) 

amounts to 5, and True Positive (TP) stands at 17. Based on these results, several important evaluation metrics can be calculated as 

follows. : 

 The results show that the XGBoost model is capable of providing good classification performance in predicting student dropout 

potential. With an accuracy of 87.5% and an F1-score of 73.89%, this model is quite balanced in detecting students who drop out and 

those who do not. 

5. Conclusion  

This study seeks to develop a model that forecasts student dropouts by utilising a combined method for feature selection along with 

ensemble learning techniques, particularly focusing on Random Forest and XGBoost, on academic data and digital activity within the 

smart campus ecosystem. Based on the testing results that have been conducted, both algorithms demonstrate fairly good classification 

performance, with evaluation metrics including accuracy, precision, recall, and F1-score. The XGBoost model delivers the best 

performance result with an accuracy of 89%, a weighted average precision of 0.89, and a weighted average F1-score of 0.89. Meanwhile, 

the Random Forest model shows an accuracy of 88%, with a weighted average precision and f1-score of 0.88, respectively. From the 

obtained Confusion Matrix, the XGBoost model is more effective in identifying students at risk of dropping out (label 1), with a correct 
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prediction count of 17 out of 22 cases, indicating the model's ability to handle class imbalance. This result suggests that the integration of 

appropriate feature selection strategies with ensemble learning models can enhance the accuracy and efficiency of dropout prediction 

systems. Thus, this approach can serve as an effective tool for higher education institutions in early detection and data-driven decision-

making to reduce the number of students who drop out. From the obtained Confusion Matrix, the XGBoost model is more effective in 

identifying students at risk of dropout (label 1), with 17 correct predictions out of 22 cases, demonstrating the model's ability to handle 

class imbalance. This result indicates that the integration of appropriate feature selection strategies with ensemble learning models can 

enhance the accuracy and efficiency of dropout prediction systems. Therefore, this approach can serve as an effective tool for higher 

education institutions in early detection and data-driven decision-making to reduce the number of students who drop out. 
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